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\/&Lﬂxo W Abstract

This note describes the data preparation layer for the ATLLAS High Level Trigger Calorime-
ter Algorithms. Differént calorimeter based algorithms (electrons, photons, taus, jets, miss-
ing Et and muons isolation) use this same infrastructure. Fast processing and robustness are
tundgmental prerequisites for the operation of the trigger reconstruction algorithms.
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Figure 1: The LAg-Calorimeter triangular original detector pulse is shaped and sampled (dots) at the
bunch crossing rate (25ns). No more than 5 samples of the signal are necessary to obtain an accurate

peak measurement. |
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1 Introduction z At

The ATLAS [1,8] detector is one of the two algf:mral purpose experiments at the Large Héimn Collider
(LHC) at CERN. The bunch crossing nominal rate is 40 MHz between crossings. Due to-the designed
luminosity, an all inclusive event rate of 1 GHz is expected and must be reduced by the trigger system
to 200 Hz for recording and offline processing. Some of the ATLAS sub-detectors data acquisition
electronics (the calorimeters and part of the muon systems) were designed considering the interaction by K ave
\r{i«yl\ \eved with the hardware-based part of the trigger (the level 1 - LVL1) [2-5]. All sub-detectors participate o
ware B (level 2 - LVL2 and Event Filter - EF) [6].
Cott - One important phase for any trigger softyvare algorithm is the data preparation step which provides
e ‘f‘?” the conversion of the bytes of data produc\gi by the detector electronics into a form manageable by
~ the trigger algorithms. In the preserit casey the digital information provided by the detector must be
converted into calorimeter cells c 1nput to the reconstruction algorithms. A good data preparation
step will provide the input to the trigger software in an organized manner, so that access to the prepared
data is optimized. This note describes such step for the calorimeter trigger software. The same software
interface is used for the LVL2 and EF for many different algorithms (electrons, photons, taus, jets and

even muon isolation algorithms) [7].

1.1 Calorimeters Readout

The LAr calorimeter readout unit is the calorimeter cell. The cell electrodes receive the current due
to the drift electrons in the liquid argon and form a triangular shaped signal (See Figure 1) [2]. The
shaping and readout of this signal is performed by the Front-End Electronics. To preserve the dynamic
range and the energy resolution, the signal is shaped with 3 possible gains (high, medium and low for
small, medium and large signals, respectively). The Front-End Boards (FEBs) save analog samples of
the signals coming from the detector at the bunch crossing gpe€d (every 25 ns). Each FEB can process
up to 128 LAr calorimeter cells. I’WLJF& @Wﬁq

Those signals are converted by the FEBs to digital if the event is appreved by the LVL1 Trigger. The
digital information is sent to the ReadOut-Drivers (RODs). These are Digital Signal Processor (DSP)
based machines, fast enough to deal with a number of input channels (2 FEBs feed one ROD DSP).
From the pulse shape digitized at the FEB, the energy deposited in any cell can be calculated.
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Figure 2: Different parts of the data preparation processing and their relation to the calorimeter algorithm
at the LVL2. For details, see text.

Data from one ROD with at most 256 channels are sent to a ReadOut Buffer (ROB). The ROBs keep
this data fragment until requested by the I.VL2 or by the Event Builder (EB). The EB will request the
fragments from the whole detector in case the event is approved by the LVL2 and send it for further

M0 processing at the EF farm.
: @ The photons produced in the Tile Calorimeter [3] scintillators are treated by photomultipliers, which
@Lf‘% “.__ produces a negative shaped pulse. The height of the pulse is proportional to the number of photons
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received andasts around 175 ns. The electronic signal already digitized is saved into an on-detector
memory waiting for the accept signal from the LVL1 trigger. For each Tile Calorimeter module (in a
total of 256 modules), there is a drawer with up to 48 photomultipliers and all the readout electronics
inserted in the back of the calorimeter structure.
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¢ output is provided in analog mode to the hardware LVL1 processing,) These coarse granularity units are
& called Trigger Towers (TT). Except for the very forward regions, the TT size is 0.1 x 0.1 in 1 X ¢. This
~ seed is used to open a region (usually defined in terms of TT coordinates) which is used by the LVL2
\E;é'-*t er . algorithms. In these regions called Regions of Interest (Rol) the full detector granularity is used by the

)W\\\CM’? reconstruction algorithms.

The LVL1 hardware algorithm uses some minimal TT energy and isolation quantities to define a
%UJ + possible egamma candidate. A pointing to the found candidate 1 X ¢ position is sent as a seed for

W oS software trigger processing.

2 Data preparation

From a general point of view the data preparation for the LAr and Tile Calorimeters is similar. Figure 2
depicts the global scope of the Algorithm and Data Preparation for the LVL2 calorimeter algorithm. The
extra details of the Event Filter data preparation will be detailed later [11].

The LVL2 steering receives the LVL1 information on the acceptance of an event with the Rol 1 X ¢
coordinates. The algorithm then gathers a list of ROB identifiers which contain data for a given Rol.
Each ROB may contain data from Trigger Towers not pertaining to the Rol (ROB data access is not
usually defined by the Rol, but rather by the hardware cabling). Hence, an optimal way to map cells to
the towers and to the addresses of the ROB must be provided.

These mappings of the ROBs and Trigger Towers are part of the geometry description and are also
used in an offline context. Detector bescriptiﬂn databases are used to translate any physical position into
a set of 1dentifiers. These tools are typically very slow, as the description is comprised of a great amount
of data. In order to have a faster access, compatible with the LVL2 speed requirements, a look-up table
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Thilgged analog pulses from the calorimeter cells are readout by the front-end electronics for digi-_ plad sar
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is prepared in the initiai;zatlen of the algorithm. This table is called the Reglon Selector

The ROB addresses are ipputtothie ROBDatalPrevader.Servie Qi8-£ s~the-ROB-agdresses to

network addresses of the ROB machme& and-subscquentialy-reques the data / The algorithm processing

\ 1s blocked while the network acquires the data. Studies on tlmmg measurements were-performedy {6,

MA ) fa%@‘ﬁk 12] indieating the advantages of a multiprocessing environment, where a process could run while the
processor 1s waiting for incoming network data to another process.

oXe. When data js received, pointers to the beginning of the different fragments are made available to

the data preparation algorithm. Such pointers are passed to the detector specific code (LAr or Tile

ByteStream conversion codes) which interprets the data format coming from the detector RODs and

converts it into an easy to use fonnat (calorimeter cells) }Jﬁie algonthm

........

S ent
2.1 Data Processing in the Read-Out Drivers S nrence

The LAr DSPs are able to prepare data in different formats, the most important one being the physics

mode. In this mode the DSPs process the nominal 5 samples per cell provided by the front-end electron- e

ics. These samples are used to compute the energy deposited in the cell by the particles using an optimal

filtering (OF) algorithm [9]. This prucessmg is a su:nple weighted sum of the samples that include: theg- No ! Sf’ ff’*""{:w

electronics calibration constants a deserbes-the-relaion between.the.charge.depeosited-in-the-celi-and —_» VF@EQ"’Q} m

the-herght-of-the-shaped-sigmat. Also a nonnahzatmn factor that converts ADC counts to MeV is in-\_ .,

cluded. A different-set-of-OF-coefficients-altows-for-the-determinination-of-the-time-at-which theeniergy > ‘""“""’;:””

‘déposit-oceurred-in-each-—cetk %Wusedﬁr cells with energy above a programmable thresholdf.( “"E’Lw 4 P A \
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the ﬁt) Fmally, for each cell the lectmnlc gam apphed to the anal(}g signal in the FEB is transimitted-te W‘*ﬁf ‘&’5 |

the-asauisition-svatem. c{ QICE‘@ 4:1,5{3 Y‘iWﬁnﬁﬁe f&(z/ {
Beyﬂnd the cell based ata, the DSP can also extract global information at an FEB or Wl‘ f b 4

é ACF ﬁ.eﬁ (I'T) level, which can be used to improve the g;gg&f LVL2 and EF processing speed. The DSP sums up /)M % 3 *&f%

| the Ex, Ey and Ez of each cell using cell position based projection coefficients loaded in the DSP from W W Ve éz’

the opliae database. These quantities can be used to compute jets (at the LVL2) or mlssm@t the # ) ‘?[

LVL2/EF when unpacking the full set of cells data is too time consuming. Providing Ex, Ey, Ez at the £ ﬁ 4ad 1

TT level 1s under evaluation to improve jet (LVL2) and mlssm@LVLZ and EF) resolutions. e C& , f; _5,5 J

The pulses from the Tile Calorimeter photomultipliers are also sampled and digitized at 40 MHz

by 10-bit Analog to Digital Converters (ADCs). During a physics data taking, 7 samples (175ns) Of N | :,/;

the signal pulses are acquired and transmitted to the RODs. The information received is also processed

using DSPs by applying online algorithms such as the Optimal Filtering energy reconstruction [10].

Again different formats are possible, the main one being the online cell energy reconstruction output.
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2.2 Region Selector LA’Y‘ [2‘“’ “ L_,: |
As mentioned in the previous sections, to optimize the g;cess to the detector descrlptmﬂ part of the
information is cached into lookup tables. In the Liquid-Atgon calorimeter case, the information unit to

be correlated to the LVLI position is the Trigger Tower. The 1 X ¢ minimum apd maximum of each
TT 1s arranged in a large matrix. Also, the information about the Read—Out Driver addres3 for each TT

SRl

is included in this table. In-the-J=Ar-case, table pages correspondmg to the different calorimeter layers

are available. <Adso;only fer-the-Liquid-Argen—case, it is possible that a given TT (in the calorimeter
crack region) is served by more than one ROD (one ROD in the Barrel and another in the EMEff In

the Tile Calorimeter case, the geometry information is associated with the calorimeter module identifier
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and, again, the ROB identifiers. In order to fill these tables, detector specific code prepares the table with
detector description geometry from conditions databases.
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2.3 Data Containers ‘Tl,\ﬁ; (ic.,_ Sjma,'i@i{e e{. ( albi w"wfe{/ ' Jﬂﬁ?eg & pov T o=
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he-baste-information-unit-for-the-Calormmeter-mformation.4 pec*ﬂi«m "Lfi) U&- w\
f:lementatlens fDJ the LAr and Tile Calorimeters are. aemm&ﬁ}eﬂfeﬂneeﬁﬁmmm s

The geometry (cell size and posmen) information is provided via a Calorimeter Detector Description | i%@ '
Element attached to the cells.

In the software these cells are organized in vectors, each one called a collection. The definition of
a collection size and the corresponding detector covered area are subdetector dependent. There are LAr
and Tile CellCollections. Finally, the Collections are organized in a vector and this vector is called a
container. alilesbin .

For the Liquid Argon Calorimeter each £AxCellCollection holds data for a LAr ROD, corresponding
to two FEBs or, at most 256 cells. In the case of the Tile cell collection, there are either 23 cells (in the
Barrel) or 13 cells (in the Extended Barrel) per Lollection. Data for 4 FleCelcollections are associated
to a single ROD. A Tile Calorimeter ROD has data for at most 92 Tile E‘;ells Collectron s

The containers for LAr and Tile are stored permanently in memory and the cells and collections are
never deleted. This way, we avoid on-the-fly memory allocation, which is a typically slow operation in a
computing system. One problem with reusing collections is that the container must keep track of which
collections have already been decoded or not in each event. This information is provided by the tools

that access the container. Collections already decoded, if needed agam will not be redecoded.
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24 ByteStream Conversion

The ByteStream conversion process begins by providing the ROD fragment ¢via-the-ROBDataProvider-
wS#@-centainh‘ing bytes where the energy information per cell is coded to the ByteStream conversion

code. Also, based on the ROD fragment identifier, a cell collection_pointer is requested to the proper
container (LAr or Tile containers). With the ROD fragment pointer and the collection to be filled, the
subdetector speelﬁe code 1s used to perform the data unpacking.
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The LAr ByteStream conversion cede autemaneally 1dentifies the fragment type using the ROD version
marked in the ByteStream itself. Depending on the detected fermat the correct mtemal mfrastrueture s

autemattcally selected. A.genex:al.mtee'

{;Ewe W

- mtthod-getNextEnergy.simply unpacks the energy information from the memory block usmg
the fermat standard as desenbed in 2.1. Itzghen, returns the energy of the cell, the W gain and the
time and quality information (if available) for each of the-ROD fragment channels. The channel number
“returned-by-the-method-1s used as an index to the cell position in the CellCollection, so that each LAr
channel is associated to a smgle MQE'H object 1n the collection. Each £ArCell-enersy can then be-set- updﬁ‘;“ei

to-the-decoded-energy-vatue. 1.. | | : Crdt W*%W fAMMu‘l‘

Values,
2.6 Data Providing {a& 3

After the data is prepared, all available AsCels.are filled with the energy information to be used in
the algorithms. However, a-LAsCellCollection, comprising data from more than 1 FEB, may extend
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over many Trigge: ers, typically, many more than those composing the Rf:)l. The trigger algorithms,
during the shower shape variables calculation, typically require a per layer access.

Al such conditions would produce a code very complex to run, with many branching points to check
cell position and layer. However' the information required to evaluate these conditions is based on the
geometry of the detector and can be prepared before the algorithm runs. §0)some maps between TT
identifiers and groups of cells associated with the given TT are assembled during algorithms initializa-

tion. Using the TT identifier list obtained from the Region Selector, a chain of cells for those TTs can be
obtained, simplifying the algorithm code.

2.7 'Tile Byte Stream Conversion da ,H,»_

The Tile Byte Stream conversion also ch‘#cks the ROD format via a fragment type 1denfi er in the
ByteStream. This is used to select which’ methods have to be used to unpack the data. The selected
method will completely decode the M%d fill the energy values of a pre-allocated raw/(
ture. This is again used to avoid online memory allocation. The energy, time and quality-are
together with the ADC identifier for each cell in a Tile Calorimeter drawer. This vector with the raw
@ﬁ-{*ﬁ\ channel” information is passed to a method to copy them into the cells. The mapping of raw channels

to cells is the same for every drawer in a given calorimeter face. In order to expedite the processing a

\ é‘“ @9 mapping is built to gg% indexes of the cells that correspond to each raw channei” dﬁim o
N/

-I-ﬂl"ﬂ Pt rdamt T

~_Hach Tilel®4 drawer is unpacked into a TileCgHfCollection. The mfl’écﬁmi must be used before
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“than in the LAr case. {mm{@m@wmmﬁhe@eﬂ%tleﬂs -are -provided-to-the-algorithm:
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accessing the next one (no chmmnimecw The data providing in this case is much more simple ¢~

A gorithay cavm !f'}mf@ ‘tM;:tuM He while collectron

28 Data Preparation in the Event Filter

The Data Preparation tools in the EF make use of the same data unpacking appmach that is used by the
LVL2. The mﬂy particularity is that the calorlmeter cells are stored in .2-CaleCel( iTie OT-€

-i

cell condntimey n EE. A,mq“(,;

There are 4 tmls that ﬁll the €atetellContainer Mithe THPCAIORee-package. They access different
detector parts (LAr EM, LAr HEC, L Ar FCal and Tile). The reason to split the data unpacking into three
different tools is to provide the possibility of skipping, if needed, one of the calorimeter sections.

J gﬁﬁﬁi({}u

Once the CaloCell€ontainer has been filled4ip with the corresponding calorimeter cells, a set of tools T ‘;_; f! ne

G"\{f; Jg executed +n-order to check the container quality, organize it according to the calorimeter section they
belong to, and to perform cell based calibrations.

3 Algorithms and Performance

The HLT algorithms are divided in two levels (LVL2 and EF) and each level has two categories : feature
extraction (FEX) and hypothesis making (HYPO). The LVL2 egamma reconstruction FEXes, for exam-
ple, start from the seeded LVL1 Rol and build a cluster object that gathers all the important features for
particle idenfication (e.g. shower shape profile). The HYPO algorithms use those features to reach a
decision, normally by performing simple cuts. In the EF caé‘éi we will us{w an nﬂeﬂgm:@ the missing E7
algorithm which calculates total vectorial sum of the energy of the calorimeter cells.

Here the feature extraction algorithms are briefly described, as they are presented in more detail
together, with the hypothesis algorithms, elsewhere [7].

Whenever possible the LVL2 and EF results are treated separately. The results are based on ByteStream

(BS) files prepared with a format similar to the ATLAS raw output data.
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Figure 3: Number of cells used in the T2CaloEgamma Algorithm as a function of 7 for the LAr (EM,
EMEC and HEC) Calorimeters (left) and for the Tile Calorimeter. These distributions were made for the
standard L.V].2 egamma reconstruction Rol Size (£0.2).

A detail study of the memory footprint and initialization time was performed. A good fraction of
the initialization time is taken by the detector geometry assembling, for example, the filling of the cells
coordinates and the Region Selector tables. This accesses databases with detector conditions and possibly
files with complementary information.

t of memory leaked could also be verified for a huge number-of- VL2 pre eessed RJIs.

For 500K events (a -6.7 LHC seconds of LVLZ_E)Egratiﬂﬂ*aﬁ:ﬁgfﬁC), no-mémory leak was found.

ory leak when Tunning VL2 reconstfuction and all the Event Filter
algorithms for the Calorimeter.”A very-small leak of 0.5 bytes per event was found. This is being
investigated but-itis possibly just caused by sofire-f 1cH ation on the measure per event (since a different
nu of cells must be allocated per Rol for th€ EF).

~In order to better understand the processing time performance of the algorithms, it is essential to

know how much data is actually necessary. A good way to see that is to check on average how many

cells are requested by the algorithms as a function of 7). This is shown in Figure 3. We have separated
results for LAr (left) and Tile (right) cells. The distribution on the left shows that the basret number of
used i@u,&hecelms quite uniform. Since the granularity gets reduced at the EMEC ,_u' 0> --@
have to be unpacked. e

The distribution of the number of cells unpacked for the Tile Calorimeter presents a profile deter-
mined by the number of drawers to be unpacked. In the central region (|n| < 0.4), data from n < 0

(n > 0) must be accessed to complete the Rol for positive (negative) 17. As a consequence, the number
of drawers to be unpacked is doubled. A similar effect happens in the region between the TileCal Barrel
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For the standard T2CaleEgammaRol (£0.2), the algorithm execute time interval for each of its tools
ceuld be measured. The results are shown in Figure 4 for the EM tools (left - only LAr access) and for
the hadronic tool (Tile and HEC access). More than 15 thousand events were used to make these plots.
For the EM part, it can be seen, that even thought in the calorimeter crack region (around n = 14, fewer
cells are used by the algorithm (see Figure 3), these cells are distributed in more than one ROB (1 ROB
from the Barrel and another from the EMEC). This results in a processing time overall increase.

As can be seen in the Figure, for the EM case, the ByteStream conversion makes up a large fraction
of the total processing time (about 64%), the rest being used by the algorithm. For the hadronic part, this
proportion is much worse (about 90%). The conversion times are%pecially slow at the Tile Calorimeter
regions and in proportion to the number of Tile Calorimeter modules accessed. Timing optimizations are
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Figure 4: Time spent in the different phases of the T2€aloEgamma-algorithms as a function of 1 for the
Electromagnetic part {EMs-EMEC— left) of the algorithm and for the Hadronic part-(BHEEsFide> right).

ByteStream Cnyv

Reco. step Region Selector Algorithm Total
EgammaSamp?2 29us 169us 146us 347 us
EgammaSamp1 _13y,sd 171us 113us 301 us

EgammaEmEn 21us 158us - 56us 243 us
EgammaHadEn 46us 334us 43 us 438 us
Total 109us (8.2%) | 833us (62.6%) | 358us (26.9%) | 1.33 ms

Table 1: Processing time for different algorithm steps and for different actions. Improvements for the

Tile Cal Data preparation should be envisaged. Time measureﬁtﬁmﬁﬂsiﬂeﬁﬂg-?OB data retrievallf/?mﬁ ,
| e

mesxs exdudes

in progress for this section. The results are also summarized in the Table 1. As in the figure, ROB data

fetching times are not included. ROB retrieval times can only be evaluated during the-eesmicTay Tums. r 2« | dat=
"{dﬁh{{: ¢ {H% 2

These time measurements confirm the general idea that the TileCal data preparation needs some
improvement. Even though, for the barrel region, 6 times fewer cells are accessed from TileCal, the time
to run the hadronic tool is comparable (a proportion about 0.9 to 0.4 at = 0.5 - choosing a very good
case for Tile€al) to all EM tools.

Other algorithms like tau or jets need larger Rol.#s an example, an algorithm using a 1.0 x 1.0 Rol
takes around 10-12 ms.

3.1 Missing E7 in the Event Filter
The Missing Er EF FEX algorithm gcalled TrsEE

- accesses data from the full acceptance
energy sum. In addition, corrections to the computed ene ids dle to muons can be taken into account
by including the results from the EF muon FEX algorithm.

To access the calorimeter data the algorithm uses the same data preparation layer as described to
the LVL2 calorimeter algorithms data preparation. Since the ATLAS calorimeters contain about 200 K
calorimeter cells, the access to every single cell can become too time consuming at the trigger level.
A faster option is to use the Ex, Ey and Ez energy sums at the FEB level, which was introduced in
Section 2.1. So far the FEB-wise energy sums have only been implemented in the LAr data unpacking
code, where the impact on the data unpacking time should be most signa

ficant.
[Prigget EF MissingETm
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Figure 5: Processing time of the EF MET FEX algorithm. The timing distributions for the cell and FEB
method are shown. In average, the time to process the whole calorimeter is 56.6ms for the cell method

and 2.36ms to the FEB method (an improvement of 24 times).
| %

z b
; ; . G PR B N 2T
X .f §)ﬂc/!t<1 o Y a8 NoTatis

e ’
two different datai\r:packing tools can be used. One uses the full cell granularity and unpacks every
cells in the ByteStream. A faster option uses the FEB information (Energy sums per FEB) from the LAr
calorimeter and the cell granularity for the Tile caiorlmeter It is important to mention that since this is
an EF algorithm, all the event available data is already fetched by the Event Building step, so, no extra
network delays are introduced as would be in th LVLZ case.

In Figure 5 the processing time of the EEMET)FEX algorithm using cells unpacking is shown. The
total processing time peaksiat around 57 ms—With the same setup the EF MET processing time was
also measured using the FEB information unpacking shown in Figure 5. The distribution of the total
processing time in this configuration has a peak at around 2 ms. The processing is almost 24 times faster
than that obtained with the cells unpacking.

We also compared the Missing Er computation and the total scalar sum for the cells unpacking and
the FEB unpacking. The missing Er calculation shows a similar profile whilst the scalar sum suffers
from cell noise level definition in the zero suppression part of the algorithm. Due to the advantages in
this FEB-quantities based approach, these algorithms are included as an option for the Trigger EF missing
FE7 algorithms. ? |

4 Summary and Conclusions

This note described the implementation of the whole data preparation step for the calorimeter trigger
™\ <sinee the detector electronics up to the reconstruction algorithms. The High-Level Trigger Calorimeter
| tools described here have been used in the whole physics studying phase of the ATLAS trigger. An
unique interface provides access to detector physics quantities (calorimeter cells) obtained with complex
computations from the readout data. Knowledge on the detector details is, of course, fundamental to
determine the optimal strategy to be followed in this unpacking proceedure. The emphasis of the design
approach\l;zlé\was to satisfy the important processing time allowances. They were plainly satis-
fied as stated in this work. Even for special algorithms, like the missing E7 which process cells from the
whole deWe da;gprepmﬂen performance is still below the required processing interval restric- b G d Wf FJ e.&{
tions \ Specially wlwm@_dcg,gluﬂﬁns like the : usage of Front~End boards summary mformatmn 1S b
Used instead of full detectg_g_ugpackmg )More optimizations are, anyway, still undergoing:— o SEM}*@ niée ,
| ormed 'ﬂ”et‘egmme thﬁﬁsmsﬁtrlty of the- dﬁtﬁ"prepamflﬁﬁm exz‘c)
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Also, all the described tools and algorithms have been used during the ATLAS commissioning data
taking with cosmic rays. For the moment, this is the only exercise that can emulate the real trigger usage
in LHC conditions. Many trigger slices like taus, jets and missing E7 are being successfully explored
this way, providing feedback to further improvements of the algorithm developers. This also allow for
a detailed study of the data fetching time at the VL2, which may be a dominant factor for the trigger
functioning.
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