TeraPaths software development plan   

Main development phases:

1. Initial concept (8/1-11/30/05): 

Develop an initial, proof-of-concept software version to demonstrate the basic functionality of DiffServ on the TeraPaths testbed. For this version, assume that the testbed is part of a site’s LAN and regulates selected data flows between local machines. Testbed programming is done by a single code instance. SC’05 demo.

2. Basic design (12/1/05-2/28/06): 
Using the experience acquired with the initial version, design the basic architecture of the system to support local QoS flows. Testbed as in phase #1.  

First major software release. Key characteristics:

a. Hardware DiffServ dynamic configuration module.

b. Hardware drivers.

c. Re-designed database to support (a) and (b) above, with provision for microflow support and security features (user AAA).

3. Production deployment at BNL (3/1-3/31/06):

Identify subnets and routers to be transitioned to TeraPaths-based configuration. Populate the database with all necessary support information. Develop necessary hardware drivers. Exhaustively verify correctness of operations by comparing driver output with anticipated configurations without actually programming the routers. Finally, assign router DiffServ configuration to TeraPaths and test transfers to UM through ES-net (no QoS at UM). In parallel, UM should deploy the TeraPaths software on their testbed and/or production network.

4. Remote invocation (4/1-4/30/06):

Add support for dynamic remote TeraPaths service invocation to enable end-to-end QoS, assuming that the WAN can provide MPLS tunnels between end-sites through interactive reservations. Test code on the BNL testbed assuming that the testbed simulates two end-sites connected with a 1Gbps MPLS tunnel, reserved “forever”. Second major software release.

5. End-to-end deployment (5/1-5/31/06):

Update software at BNL and UM and proceed with testing using OSCARS for WAN MPLS tunnel reservations.

6. Additional features (6/1-11/30/06):

Augment functionality of software by adding:  

a. User AAA module.

b. WAN reservations through web service invocation (provided such services are made available by WAN providers). 

c. Support for microflows within service classes.

Timeframe is approximately one month per feature development and software release, followed by a 2-3 week period for updating at BNL and UM and testing the software. Remaining time dedicated to SC’06 demo. 

