perfSONAR Toolkit Maintenance

1. Introduction

The pS Performance Toolkit is not scheduled to release an updated LiveCD until spring of 2011.  The following steps will update some of the known bugs and prepare the nodes for operation over the next 4 – 6 months.  The next release will address many of these issues, but for continued operation it is important to address these items immediately.
2. Lookup Service

The lookup service is responsible for conveying that the performance node is available for testing to the rest of the infrastructure, e.g. if the lookup service is not functioning it is not possible to locate that node via the USATLAS community. 
2.1 Problem

There is a minor bug that prevents the service watcher (a script run through cron that is dedicated to watching and restarting services) from restarting the lookup service if it enters a poor state.  This causes numerous processes to build up on the host:

[user@host ~]$ ps axw | grep perfsonar-daemon\.pl
  882 ?        Ss     0:00 perfsonar-daemon.pl (882)
  883 ?        S     22:35 perfsonar-daemon.pl (882) - Listener (9995)
  884 ?        S      2:46 perfsonar-daemon.pl (882) - Service Maintenance
  885 ?        S      0:02 perfsonar-daemon.pl (882) - LS Registration (9995:/perfSONAR_PS/services/hLS)
15199 ?        R      0:00 perfsonar-daemon.pl (882) - Listener (9995) - 207.75.164.66 - /perfSONAR_PS/services/hLS
15204 ?        S      0:00 perfsonar-daemon.pl (882) - Listener (9995) - 207.75.164.66 - /perfSONAR_PS/services/hLS
15222 ?        S      0:00 perfsonar-daemon.pl (882) - Listener (9995) - 192.52.179.83 - /perfSONAR_PS/services/hLS
15224 ?        S      0:00 perfsonar-daemon.pl (882) - Listener (9995) - 207.75.164.66 - /perfSONAR_PS/services/hLS
15226 ?        S      0:00 perfsonar-daemon.pl (882) - Listener (9995) - 207.75.164.66 - /perfSONAR_PS/services/hLS

These processes will stick around, and prevent the lookup service from registering with the global directory.  Note that your host may still display “running” on the local services page even if there is an underlying problem with the service:
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Figure 1 - Lookup Service in "Running" State

The following fix will address this by replacing the service watcher script, note that if the node is a LiveCD this change will not survive reboots.
2.2 Solution Steps

1) Download the file:

wget -c http://anonsvn.internet2.edu/svn/perfSONAR-PS/trunk/perfSONAR_PS-Toolkit/scripts/service_watcher

2) Change the permissions for the file to enable execution:

chmod a+x service_watcher

3) Copy the file to the proper location:

sudo cp service_watcher /opt/perfsonar_ps/toolkit/scripts

4) Restart cron (optional):

sudo /etc/init.d/crond restart
3. MySQL Database

There are three services that use the MySQL database:

perfSONAR-BUOY (Throughput)
perfSONAR-BUOY (Latency)
PingER

The Latency nodes in particular receive a lot of MySQL traffic – perfSONAR-BUOY updates the database every minute for each of the testing pairs in th eset.  As such, periodic database re-maintenance is a good idea.

3.1 Problem

There are two parts to this problem:

· Periodic maintenance of the database is regularly performed via a cron script.  This script has been re-designed.
· The databases were last backed up in the summer, they should be backed up again to increase access times.  

The cron script that performs maintenance is designed to run nightly.  The current script takes an amount of time to complete directly proportional to the size of the database; as the size of the database grows with measurement data this operation could take hours to complete.  This locking of the database will stall other services, including the perfSONAR archives that expose the data and the processes that store the results of the regular tests.

The backup scripts do not need any additional code updates, and as a part of the next release there will be an automated solution to their use.  For now it is necessary for the node admin to run this process by hand. 
3.2 Solution Steps

1) Download the following scripts:

wget –c http://software.internet2.edu/usatlas/check_pSB_db
wget –c http://software.internet2.edu/usatlas/cron-check_psb

2) Change the permissions on check_pSB_db:

chmod a+x check_pSB_db

3) Copy check_pSB_db to another location:

sudo cp check_pSB_db /opt/perfsonar_ps/perfsonarbuoy_ma/bin

4) Copy cron-check_psb to another location:

sudo cp cron-check_psb /etc/cron.d

5) Run the database check by hand (this may take a long time):
a. Latency Nodes

sudo /opt/perfsonar_ps/perfsonarbuoy_ma/bin/check_pSB_db --dbtype=owamp --verbose

b. Bandwidth Notes

sudo /opt/perfsonar_ps/perfsonarbuoy_ma/bin/check_pSB_db --dbtype=bwctl --verbose

6) Restart cron:

sudo /sbin/service crond restart

7) Run the backup script (may take a while):
a. Latency Nodes

sudo mkdir -p /var/log/BACKUP/owamp
sudo /opt/perfsonar_ps/perfsonarbuoy_ma/bin/clean_pSB_db.pl --mysqldump-opts="--skip-lock-tables" --dbtype=owamp --maxdays=30 --owmesh-dir=/opt/perfsonar_ps/perfsonarbuoy_ma/etc/ --dumpdir=/var/log/BACKUP/owamp

b. Bandwidth Nodes

sudo mkdir -p /var/log/BACKUP/bwctl
sudo /opt/perfsonar_ps/perfsonarbuoy_ma/bin/clean_pSB_db.pl --mysqldump-opts="--skip-lock-tables" --dbtype=bwctl --maxmonths=3 --owmesh-dir=/opt/perfsonar_ps/perfsonarbuoy_ma/etc/ --dumpdir=/var/log/BACKUP/bwctl

4. OWAMP Limits

The OWAMP daemon contains settings to protect the resources of the host from excessive testing.  These limitations including limiting the length of tests, the amount of bandwidth used, and the amount of disk that can be dedicated for saving test results.  
4.1 Problem

Some of these settings were designed for OWAMP to function on its own, without consideration for use in the perfSONAR-BUOY regular testing system.  The settings to a specific file, the owampd.limits, need to be altered slightly to support the testing of USATLAS.  A key value should be increased to allow use of more disk space.  
4.2 Solution Steps

1) Open the /etc/owampd/owampd.limits file.  There are two possible outcomes here.  Your file may be “original” if you did not make any changes via the web interface.  It may also be “altered” if you did.  Here are the basic layouts of the stanza to change:
a. “Original” Setting

# Allows for the external clients tests using at most 1Mbps of bandwidth tests
# with 10M disk usage
limit regular with parent=root,\
			disk=10M,\
			bandwidth=1M,\
			delete_on_fetch=on,\
                	allow_open_mode=on

b. “Edited” Setting

limit regular with delete_on_fetch=on, bandwidth=1000000, parent=unrestricted, disk=10M, allow_open_mode=on

2) Make changes to either file to support this option:

disk=1000M

3) Restart OWAMPD:

sudo /etc/init.d/owampd restart

5. BWCTLD Configuration

The BWCTL daemon requires multiple ports to be available for measurement testing.  Failure to make enough available will result in failed measurements.  
5.1 Problem

The BWCTL daemon contains settings to specify the amount, and numbers, of ports to use for testing.  These are useful fore firewall configurations, but also control daemon behavior.  There are 2 different settings:

· iperf_port – The port that the iperf server “receiver” will use, if unspecified 5001 will be used.  
· peer_ports – Ports to use for peer server connection, if unspecified an ephemeral port will be used.  

There is a well known problem with BWCTL, Iperf, and the Linux Kernel where ports that are released from being used in a test, e.g. port 5001, may not be ready for re-use immediately.  This problem is sometimes called reuse of a ‘stale socket’.  BWCTL will think the port is ready for use in another test, and will assign it immediately for the next scheduled measurement.  The test will fail when the socket cannot be opened by iperf.  This problem normally manifests itself when testing to lots of hosts in a short amount of time, and will result in an error similar to the following:

[user@host1 ~]$ /usr/bin/bwctl -f m -t 10 -i 1 -s host2 –c host1
bwctl: Using tool: iperf
bwctl: 16 seconds until test results available

RECEIVER START
bwctl: exec_line: iperf -B host1 -s -f m -m -p 5001 -t 10 -i 1
bwctl: start_tool: 3507897674.555187
bind failed: Address already in use
------------------------------------------------------------
Server listening on TCP port 5001
Binding to local address host1
TCP window size: 0.08 MByte (default)
------------------------------------------------------------
bwctl: remote peer cancelled test
bwctl: stop_exec: 3507897682.221007

RECEIVER END

As an example, if the measurement host is scheduled to perform 5 10 second tests in a 1 minute period, it is safe to assume that the same port cannot be used for all 5 tests – on average it may take a full minute to free the socket for re-use.  In this situation it is recommended that the “iperf_port” value be set to include more ports instead of just 5001, e.g. we will need at least 5 ports but specifying more does not hurt.  USATLAS should specify between 10 and 20 ports for BWCTL use, these ports will be specified in the bwctld.conf file as well as in any firewall configurations present at the site.  

5.2 Solution Steps

1) Open the /etc/bwctld/bwctld.conf file. 

2) Make changes to support opening more ports for the “iperf_ports” option:

iperf_port 5001-5010

3) Note that there should not be a “#” in front of this command.  Also note that any port range can be used, and that between 10 and 20 should be specified.  

4) Make any changes to host/site firewalls for the ports specified in step 2.  

5) Restart BWCTLD:

sudo /etc/init.d/bwctld restart

6. OWAMP Testing

Each USATLAS note should be testing the same latency nodes.  The following hostnames/IPs constitute the USATLAS set:

· BNL
· lhcperfmon.bnl.gov - 192.12.15.26
· AGLT2
· psmsu01.aglt2.org - 192.41.236.31 
· psum01.aglt2.org - 192.41.230.19
· MWT2
· iut2-net1.iu.edu - 149.165.225.223
· uct2-net1.uchicago.edu - 128.135.158.216
· NET2
· atlas-npt1.bu.edu - 192.5.207.251
· SWT2
· ps1.ochep.ou.edu - 129.15.40.231
· netmon1.atlas-swt2.org - 129.107.255.26
· WT2
· psnr-lat01.slac.stanford.edu - 134.79.104.208
6.1 Problem

Verify that your host is testing the above (minus your own machine).  
6.2 Solution Steps

1) Visit the web interface of your latency node.  Select the “Scheduled Tests” menu:
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Figure 2 - Scheduled Tests

2) Select the test set for the OWAMP testing, and click “configure”:
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Figure 3 - Edit the Testing Configuration

3) Verify the hosts above are in the “Test Members” area.  
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Figure 4 - Review Test Members

4) If they aren’t, click “Add New Host”, and enter the missing test members.  
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Figure 5 - Adding a New Host

7. BWCTL Testing

Each USATLAS note should be testing the same bandwidth nodes.  The following hostnames/IPs constitute the USATLAS set:

· BNL
· lhcmon.bnl.gov - 192.12.15.23
· AGLT2
· psmsu02.aglt2.org - 192.41.236.32 
· psum02.aglt2.org - 192.41.230.20
· MWT2
· iut2-net2.iu.edu - 149.165.225.24
· uct2-net2.uchicago.edu - 128.135.158.219
· NET2
· atlas-npt2.bu.edu - 192.5.207.252
· SWT2
· ps2.ochep.ou.edu - 129.15.40.232
· netmon2.atlas-swt2.org - 129.107.255.27
· WT2
· psnr-bw01.slac.stanford.edu - 134.79.104.209
7.1 [bookmark: _GoBack]Problem

Verify that your host is testing the above (minus your own machine).  
7.2 Solution Steps

1) Visit the web interface of your latency node.  Select the “Scheduled Tests” menu:
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Figure 6 - Scheduled Tests

2) Select the test set for the OWAMP testing, and click “configure”:
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Figure 7 - Edit the Testing Configuration

3) Verify the hosts above are in the “Test Members” area.  
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Figure 8 - Review Test Members

4) If they aren’t, click “Add New Host”, and enter the missing test members.  
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Figure 9 - Adding a New Host
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