Agenda: 

1.) Management update (10 min) 

Preparations for the July 21,22 meeting ( 5 min) 

Issues about Tier 2 centers (introduction) ( 5 min) John Huth 

2.) Tier 2 Center scales/usage issues ( 15min) Ian Hinchliffe 

3.) Experience with ATLAS Object Network ( 20 min) Laurent Vacavant 

component model 

4.) AOB – any updates?
Rough Schedule

June 23rd 

(Establish time for regular video meetings
(Establish convenors for July 21,22 meeting at BNL
 

(Goals for July 21,22nd meeting established -
a) Funding request for FY 00
b) Writing assignments, direction for proposal for Dec. 13th, MRE
c) Discussion on scope of facilities
d) Directions, options on software, ATLAS-wide

(Regularize web site, e-mail server.

early July – 

(Solidify management plan with management group,
(Appoint "advisory group".
(Appoint  management slots where clear
(MRE "white paper" due.
(Name national board representative.
(Name training contact.
(Have full list of MRE authors
(Initial FY 00 funding requests in.

July 21,22nd 
(Review funding requests for FY 00,
(Present draft management structure to E.C.
(Writing assignement for full proposal, including MRE
(How to proceed with facilities scope.
(Discussions on core deliverables.


 August 

(Present FY 00 requests to agencies
(Outlines of proposals written. 


August-Sept   

(Discussions of principals with intl. ATLAS on deliverables
(Writing of proposals
(Make further appointments into management structure, as appropriate. 

October  

(Review proposals, iterate.
(MRE due. Advisory group reviews proposals

  
November 

( U.S. ATLAS meeting (?) or computing review of talks for Dec. 13th meeting. Review status of discussions with CERN on deliverables.

December
 (Presentations to NSF/DoE review committee

January 

(Set priorities for FY 00 funding availability, prepare for next round.

July 22nd Session at BNL
Purpose of meeting:

Overview of computing efforts in the U.S. for ATLAS, and ATLAS overall.
Review FY 00 funding requests
Directions for writing assignments for main proposal
Discussion on scope/needs for facilities
Directions/options/issues on software

Each session will have an organizer, who will set the agenda within the session

8:00 Exec. Committee meeting
9:00 -10:30 Core Software (Control, Database, other) 

L. Price, Convenor
10:30-11:00 Coffee Break
11:00-12:30 Facilities (Tier1, tier2, MONARC)
B. Gibbard, Convenor
12:30-1:30 Lunch
1:30 - 2:30 Subsystem specific simulation/reconstruction
F. Merritt/J. Shank Convenors

2:30-3:00 Management structure/issues  J. Huth
3:00-3:30 Break

3:30-4:30 Discussion on next steps
4:30 Adjourn
Management Status

( Discussions with management group

Main version has widespread consensus
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( Nominations for subsystem managers (in progress)

( Physics manager – Ian Hinchliffe

( Search for Software manager

( Facilities management – discussions with BNL 

( Concern:  need for close integration with overall ATLAS Collaboration – CERN presence, need for a very tight controls over software

( WBS – draft –1 exists, anticipate many iterations

 MRE/IT Proposal

( Joint with LIGO/CMS

( Scope:  Tier 2 centers, computing professionals

( Software for ATLAS, R+D for computing grid

( Paul Avery gathering together information

( White Paper due mid-July (3 pages)

( Final proposal due Fall

( From ATLAS



J. Dodd (editor)



J. Huth



F. Merritt



J. Shank



M. Shapiro



B. Zhou


 
B. Gibbard



S. Loken



L. Price



K. Sliwa

MRE/IT Issues

( What are our needs?

( Are they  “IT friendly”?

( Scale of Tier 2 Centers (CMS/LIGO model)


Large Beowulf systems (256 commercial proc.)


100 Tbyte Robotic tape systems (HPSS?)


15 total – 5/5/5 (?) ATLAS/CMS/LIGO

( Computing GRID’s 


GIOD, NILE, GLOBUS projects


NGI proposal (network and middleware)

Demonstration of multi-site cached file access  (3 sites – Dec. ’99)

( ATLAS participants: L. Price, B. Gibbard, S. Loken, D. Malon, T. Wenaus)

( Software professionals/support

Site support – goes into operations

GRID support

Core software

Comment: personnel costs are  likely to dominate the budget

From CMS Talking paper

Item
Details
Cost ($millions)

256 node Beowulf
1-10 Gbps Ethernet; 2-4 Gips CPU; 1 GB RAM; 40-100 GByte disk for each CPU
1.0

Tape Robotics & Media
TBD (A small tape robot  + media)
0.2

Working environment
High quality workstations, adequate local disk, etc.
0.15

Collaborative environment
3 workgroup setups, 1 central setup, VRVS systems, ancillary equipment
0.2

Networking
Interfaces to national and international infrastructure
0.25

TOTAL

1.9

Year
Equipment ($millions)
FTEs/$millions
Operations ($millions)

2001
3.8
4 / 0.6
0.2

2002
3.8
8 / 1.1
0.2

2003
3.8
8 / 1.2
0.2

2004
2.5
8 / 1.3
0.2

2005
1.3
8 / 1.4
0.2

TOTAL
14.2
5.6
1.0
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