4.  WBS 2.2 Software Manager’s Report (Torre Wenaus, BNL) 
As described in detail in the sections below, software project efforts in the quarter have largely focused on executing Data Challenge 0 and preparing for Data Challenge 1. Data Challenge 0 seeks to demonstrate a complete ATLAS data processing chain from physics generators through simulation, reconstruction and analysis. It was scheduled for completion at the end of February but remained in progress at the end of the period. The simulation part of DC0, for which the US was responsible, was completed. All the US deliverables for DC0 associated with databases and data management were met on time, as were most of those associated with the framework, and the period saw a substantial effort in database, framework, simulation production and distributed computing preparations for DC1, scheduled to commence in April.
WBS 2.2.1.1, 2.2.1.2, 2.2.1.4 Framework, Architecture and Event Model 

Most of the focus of software development has again been towards Data Challenges 0 and 1. Data Challenge 0 was scheduled to begin prior to this reporting period, but delays in achieving the required functionality and stability of the software meant that ATLAS release 3.0.0, which was intended to be used for this data challenge, was not built until Feb 24th 2002. Unfortunately problems with that release have meant that special bug fix releases (3.0.1 and 3.0.2) have been required in addition to the normal development releases targeted towards Data Challenge 1.

Although US ATLAS does not have primary responsibility for the software for the Data Challenges, these delays have considerably impacted our own delivery schedule.

Significant developments in architecture and framework during this reporting period are:

· It had originally been hoped that the ATLAS and LHCb code bases for GAUDI could be resynchronized following the availability of Gaudi v9. This process has proven to be more complex than originally expected and has been deferred until Gaudi v10. Consequently the existing ATLAS code base has been used for two interim releases (0.8.5 and 0.8.6) in support of ATLAS software releases. These Gaudi releases contain minor bug fixes only relative to earlier ones.
· In parallel with these bug fix releases, a major migration was made to a new Application programmer Interface (API) for the transient stores and conversion services. This had been agreed upon in an earlier workshop at BNL and incorporated into Gaudi v9. The ATLAS version of this (0.9.0), incorporating Python scripting enhancements was being tested at the end of the reporting period.
· Shortfalls in funding resulted in Chris Day leaving the project. He was partially replaced by postdoc Wim Lavrijsen starting in mid January. This gap in support has meant that the USDP support has been considerably reduced, and delayed expected enhancements in the Python scripting (e.g. access to Python Algorithms) by several months.
· The Athena User and Developer Guides were updated but had not been published by the end of the reporting period. It was decided to base them upon the merged code base (0.10.1).
· Improvements were made to the support for installing ATLAS software at remote sites.
· Prototypes of package level test policies were developed and handed over to the QA/QC group for productizing.
· The Geant4-Athena integration prototype has been adopted by the ATLAS computing management.

WBS 2.2.1.3 Databases and Data Management 

A principal focus of U.S. database activities during this reporting quarter has been the definition and initiation of a strategy for an orderly ATLAS transition from an object database as its baseline technology to a hybrid solution based upon a file-based streaming layer and relational database technologies. To this end, the U.S. database effort has been integrally involved in the LHC-wide effort to define a common hybrid persistence strategy, and has further delivered a hybrid event store design document that represents perhaps the most detailed thinking in any of the LHC experiments about both common and experiment-specific components of a hybrid event store.

The U.S. has played a leading role in the LHC experiments' efforts to define a common data management infrastructure, as David Malon was invited to convene the LHC Computing Grid Project's first Requirements Technical Assessment Group (RTAG), charged with establishing consensus among the experiments' architects on the specifications for a common approach to persistence.

While there are nontrivial differences in philosophy and architecture among the four LHC experiments, the RTAG has been successful nonetheless in reaching agreement among the experiments on the essential components of a persistence infrastructure. An interim report was delivered to the LCG in early March. Details of the RTAG work and the draft common infrastructure were presented for discussion at the LHC Computing Grid Launch Workshop in March.  A final report is due in early April.

In parallel with the common project effort, the U.S. ATLAS database team has taken the initiative to articulate in considerable detail a vision of a hybrid event store design that is consonant with the ATLAS database architecture proposed to the collaboration in the fall of 2001.  A document describing this design was circulated to the ATLAS software community in this reporting quarter, and was the subject of several presentations at the March ATLAS Software Week.  The design document and the common project RTAG report will together provide the foundation for an ATLAS database workshop in Orsay in April, in which specific ATLAS directions are expected to be discussed and decided. The document will further provide a basis for potential common approaches with the other LHC experiments when the LCG persistence project is launched in the second quarter of this year.

As a first step in the transition from an object database, the ATLAS database team has made a commitment to support Phase I of ATLAS Data Challenge 1 using, instead of Objectivity/DB, the U.S.-developed AthenaRoot conversion service.  In this quarter, the U.S. has delivered enhancements to the AthenaRoot service necessary to support data challenge activities, and has provided AthenaRoot converter packages in support of event

generation.  The U.S. has also collaborated with ATLAS Dictionary Language (ADL) developers in support of the effort to provide automatic generation of AthenaRoot converters from transient class definitions.

The move away from object databases has not meant that support for current persistence solutions is no longer necessary.  This is particularly true because Data Challenge 0, which uses Objectivity/DB as its persistence technology, is not yet complete as this report is being drafted. The U.S. is providing, not only the conversion services and specific converter packages for generator and fast simulation output, but also the production database support for the Data Challenge's event generation and fast simulation chains.  The U.S. ATLAS database group is also concurrently providing equivalent production database support for Phase 0 of Data Challenge 1.

WBS 2.2.1.10 Distributed Data Management and Processing Software  

The principal goal of the distributed data management (Magda) effort for the period was the application of Magda in the ATLAS Data Challenges, supporting it in production, and feeding back experience into ongoing development. A production ready version of Magda was released in early December 2001, conforming to the original ATLAS Data Challenge 0 schedule. DC0 production is complete and all results have been successfully cataloged by Magda and made available to the community via Magda access and replication tools. Although DC0 remains incomplete, ATLAS has in parallel moved forward with an aggressive plan to adhere to the DC1 schedule commencing in April to deploy and exercise distributed production on about 18 sites worldwide. Magda was accepted for use as the means of data replication and cataloging for this exercise. Wensheng Deng, since March 1 a full-time PPDG (BNL) developer focusing on Magda, worked closely with the Data Challenge team to support this usage. First production is scheduled for May.

DC1 ‘phase 0’ as the distributed production exercise is called provides us the opportunity to exercise the replication functions (as distinct from the cataloging functions) of Magda in large scale production for the first time. To this end, and also to satisfy the needs of small scale replication users, the replication mechanisms were made ‘user accessible’ as opposed to ‘experts only’ by improving the information, documentation and task control available to users via the web interface. Step by step procedures accessible to end users were developed, tested and documented. The replication mechanism was also extended to more flexibly support disk to disk transfers (not involving mass stores) between sites.

We also responded to a usage request from the liquid argon calorimeter group at BNL to use Magda for near real time management of bench test data acquired on dedicated DAQ systems and archived on the Tier 1 mass store. This provided us with a new use case we proceeded to implement, involving a dynamically changing input data set (source location content changes continuously as new data files are acquired and registered) to be replicated. Magda was extended to support replication of such dynamic data sets in addition to static ones, and this usage is now under test.

In light of the growing attention to web services, as a learning exercise on SOAP technology we implemented a SOAP testbed and explored its applicability for an implementation of Magda’s “SQL accelerator” by which batch database transactions are transmitted in bulk over the network and executed by a CGI-driven trigger (which would be replaced by SOAP). The technology fits the application well, but given other priorities we are not proceeding with a re-implementation at this time.

In a January PPDG focus meeting on data management we presented the results of a review of GDMP’s appropriateness to use by Magda for publish/subscribe replication. We presented a ‘GDMP wish list’ which has been fully addressed in the forthcoming GDMP Version 3 release. Accordingly we plan to proceed with GDMP integration in Magda using V3, to provide a production-oriented publish/subscribe replication service in Magda.

GDMP integration with Magda is a means by which ATLAS is planning to merge its US and EDG based grid activities. Magda’s application in the ATLAS Data Challenges attracted the interest of the ATLAS EDG team, and an agreement was reached to make an EDG person (a computer scientist working for Laura Perini at Milan) available to work on Magda and EDG/GDMP integration. The work is expected to begin in April.

Magda usage in ATLAS continued to grow, with the cataloged data volume exceeding 10TB at the end of the period. Participants in the activity during the period were Wensheng Deng and Torre Wenaus (BNL). Alex Undrus provided database and infrastructure support and system administration.
WBS 2.2.2 Simulation and Reconstruction Software 

Several improvements in simulation infrastructure were accomplished during the period, directed principally at readiness for the phase one of the first ATLAS Data Challenges. A new ROOT-based I/O as the interface between event generators running within Athena and simulations running in ATLSIM has been developed and tested. Simulation production infrastructure for DC1 based on ATLAS standard releases has been commissioned, supporting processor farm-based production and central archiving of results. This effort is being coordinated with grid data management efforts and includes development of the first production prototype based on the Virtual Data Transformation technique. Infrastructure for DC1 production at BNL was successfully deployed and first test data samples were shipped to CERN.
WBS 2.2.4 Software Support and QA/QC 

A facility that produces nightly builds of ATLAS software based on the versions of packages targeted for the next stable software release was monitored and expanded. On the Linux platform nightly builds with optimized compiler were added. Regular nightly builds were started on new Solaris platform. An additional feature was added: automatic notification of release coordinators by email about a significant number of problems in the nightlies.

Usage of the nightlies for quality control was expanded. Software test suite execution as part of the nightlies was started on Linux with the tests results reflected on the web interface with build summaries. The tests are performed with Athena jobs that check packages functionality and interactions between packages. Other testing approaches and mechanisms were under development, e.g. testing of individual packages and component testing.

Component Testing provides individual tests of package components. In this quarter a new package TestPolicy with scripts and makefile fragments for the component testing of Atlas software in the CMT release tool framework was developed. It is scheduled to be included in the stable ATLAS Software releases starting April 2002.

We proposed that ATLAS support its own installation area at CERN for ROOT, an increasingly important tool in ATLAS software, and volunteered to provide the support at BNL. The proposal was accepted and the version of ROOT for ATLAS is scheduled to be installed in April 2002. The U.S. Atlas Librarian is administrator of the ROOT installation area.

New ATLAS software was promptly installed at the BNL Tier I Center, usually in one to three days after CERN installation. The BNL software support page received timely updates with details and examples of usage of new Atlas Software releases. In cooperation with BNL ITD staff, a new usatlas.org server machine was set up. The purpose of this machine, located outside the BNL firewall, is to facilitate collective efforts of ATLAS collaborators, particularly in development and testing of distributed software (grid) tools. On this machine, the CVS repository with remote access support (pserver) was established. With the help of this repository, collaborators from different institutions can conveniently manage code development for joint projects.
In an important development in building an automated software distribution and support infrastructure among US institutes, the pacman package management and distribution system was deployed with three operational caches (software distribution points) at US sites.
WBS 2.2.5, 2.2.3 Training and Collaborative Tools 

Regular tutorials in core software continued on a regular basis, frequently booked to capacity.

A series of lectures on CMT, the new configuration management tool of ATLAS, were made available using the web-based training service based on the Syncomat tool of the University of Michigan.
Project Management

A draft MOU for BNL participation in the US ATLAS software effort was written.

The US (through the ATLAS Planning Officer role) led a comprehensive review and update of the ATLAS computing schedule during the period. The number of milestones in the ATLAS schedule was increased by 50% (to 600) and many more were updated. Milestones and planning were coordinated around the schedule of the Data Challenges. ATLAS computing went through an internal review during the period and the updated schedule and project planning tool (XProject) were well received. The reviewers noted, however, that even the updated ATLAS schedule lacks detail beyond one year out. This remains true; it is extremely difficult to extract detailed milestones from subproject managers beyond 9-12 months. In an attempt to improve this with a more systematic (and coercive!) reporting mechanism, work was initiated to integrate ATLAS Computing reporting with the ATLAS-standard ‘PPT’ reporting tool, in coordination with ATLAS project management.
US ATLAS began a major LHC-wide role in software management with T. Wenaus commencing his role as Applications Area Manager in the LHC Computing Grid (LCG) Project at the LCG Launch Week in March.

Summary of Major Milestones and Deliverables
WBS 2.2.1.2 

· Migration to new API for transient stores and conversion services (Mar)
· Athena user and developer guides updated (Mar)
· Geant4-Athena integration prototype adopted by ATLAS (Mar)
WBS 2.2.1.3

· Hybrid Event Store design document released (Jan)
· AthenaRoot converters for event generation written (Mar)
WBS 2.2.1.10
· DC0 simulation data published in Magda (Feb)
· Magda replication services enhanced for general use (Mar)

WBS 2.2.4
· Integration of testing into automated builds (Feb)

· Nightly builds on Solaris activated (Feb)
· Test suites incorporated into nightlies for quality control (Mar)
· Support for component testing capability added to code management (Mar)

Forthcoming Milestones and Deliverables

WBS 2.2.1.2

· DC0 (‘full chain test’) release of Athena (Apr)

· Bytestream (DAQ data format) conversion service implemented (May)

· Introduction of history objects in StoreGate (Jun)
· New Python scripting service in Athena (Jun)

WBS 2.2.1.3

· Support for ROOT persistency of the 'RD Event' (Jun)

· ROOT persistency support implemented in the ADL back end (Jul)

WBS 2.2.4

· Deployment of 'DC0 production chain' as test protocol (awaits DC0 completion)
· Incorporation of code checker in automated builds (awaits code checker release from QA team)
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