4.  WBS 2.2 Software Manager’s Report (Torre Wenaus, BNL) 
As described in detail in the sections below, software project efforts in the quarter have focused on delivering the capability needed for the ATLAS Data Challenge 0, now scheduled to be complete by the end of February 2002. While DC0 has been an international and CERN-centered effort, the US has played major roles throughout the processing chains that constitute the 'continuity test' processing chains that are the principal deliverable for DC0. While DC0 milestones have slipped for many reasons, all the US deliverables associated with databases and data management were met on time, as were most of those associated with the framework. Development also looked ahead to the demanding software deliverables for DC1 later this year (DC1 phase 2, in which production deployment and evaluation of new software will be the focus, is currently scheduled to begin in September 2002).

WBS 2.2.1.1, 2.2.1.2, 2.2.1.4 Framework, Architecture and Event Model 

Most of the focus of developments during this reporting period has been towards Atlas software release 3.0.0, the release to be used for Data Challenge 0 (DC-0). Although the start date of DC-0 has been delayed (or rather that it has been split into two phases, with Monte-Carlo data being generated and simulated earlier than they are reconstructed), the development has been phased over several software releases.

Significant developments in architecture and framework during this reporting period are:

· The migration from the SRT configuration management tool to the CMT tool was completed. This was not a direct US-ATLAS responsibility, but we provided much of the consulting and many of the policy patterns for the migration. This was more painful than originally expected, and there are some on-going areas that need more work, but is essentially complete.

· The Data Dictionary prototype was integrated into the Atlas software release environment as part of the overall build procedure. This involved incorporating the build rules into the CMT rule-base, and specifying the general structure of a package containing data definition language files (so-called ADL files). The SimpleTrack package was converted to use this technology as a template from which other packages could be converted.

· Much of the necessary infrastructure has been put into place to support the development of a pile-up framework. A first prototype implementation of this for a single detector subsystem is planned for delivery for release 3.0.0.

· Following the cut in US-ATLAS funding that caused the LBNL software engineer (Chris Day) to be moved to another project, an internal restructuring of the LBNL base program funds enabled LBNL to post a job opening for a post-doc as a partial replacement for the support of scripting and general framework support. Several candidates were interviewed, and a job offer made to Wim Lavrijsen. This has been accepted and he starts at LBNL on 15th Jan 2002.

· The design of a detector description framework that supports calibration and alignment continues, with the goal of the delivery of a prototype based on the Pixels and SVT for 3.0.0.

· Following some concern over the relationship between Athena and the independent Fads/Goofy simulation framework being implemented by the Simulation group, it was decided that a US-ATLAS effort should demonstrate the ability to fully integrate G4 into Athena, rather than the very loose coupling proposed by the Simulation group. A prototype based on this approach was designed, implemented and incorporated into the CVS code repository and the ATLAS releases. Discussions are ongoing within the ATLAS computing management as to the official relationship between this and the Fads/Goofy effort.

· A new version of Gaudi (v9) is available, that contains a US-ATLAS redesigned service management infrastructure, as well as additional features agreed upon between LHCb and ATLAS at a BNL workshop.

Significant developments in the event model during the reporting period are as follows:

· A new backend was developed for the ATLAS StoreGate event model adhering to newly agreed upon interfaces with LHCb.  The backend has been released and all ATLAS software has migrated to make use of the new release of StoreGate. Timing studies performed by users have demonstrated significant improvement with the new backend in comparison with access via the older Gaudi model.

· Several new features in StoreGate were released, such as dumping the contents of transient memory, and support for declaring data objects in the store as read-only.

· A new AthenaServices package has been released providing basic central services such as controlling the reconstruction event loop, and services for input and output streams.    

· A new transient representation has been defined for fast and efficient access to raw event data in regions of interest by online algorithms. This is now successfully being used by the Liquid Argon and Silicon Detector groups and work in progress by other groups to use this as the representation of raw event data in transient memory.

· DataLinks, describing references from one object to another, are now successfully being made persistent in Objectivity.

· StoreGate now provides support for storing Detector Description constants as well as event data. Additional stores, such as the Detector and Conditions store, handle objects whose lifetimes are longer than "an event" and hence require infrastructure to support automated updates of objects in these stores when they fall outside their validity intervals.  The Silicon Tracker group is currently making use of this store and others are soon expected to follow suit.

· Work in understanding and designing the interface between StoreGate and the Hybrid Event Store has begun.

Work also began on event history design.  During the quarter a preliminary design was developed for the 'event data history' classes that will constitute part of the data signature required for data equivalency tests or on-demand data regeneration. The goal of event

data history is to record the history of data at the level of individual event data objects (EDO's), i.e. the collections of physics objects (clusters, tracks, electrons, ...) that comprise the event data of high energy physics. We require that the history be sufficient to reproduce the data at that level. We identify three levels of history objects:

   1. Algorithm history

   2. Job history

   3. EDO history (includes pointers to its job and algorithm histories)

Classes describing each of the above were developed and can be found in the ATLAS repository under Control/AthenaHistory. For details see http://www.ustalas.bnl.gov/~dladams/data_history.
WBS 2.2.1.3 Databases and Data Management 

A principal focus of U.S. database activities during this reporting quarter has been definition and delivery of database infrastructure in support of Data Challenge 0. The U.S. has led the database infrastructure specification effort for this data challenge, and its development as well.  U.S. developers have further taken responsibility for two essential "data chains" in Data Challenge 0, one involving generator event production for both Geant3 and Atlfast simulations, the other involving support for Atlfast "production" runs.  U.S. developers have also provided the machinery that allows ATLAS Geant3 simulations (outside of Athena) to read Objectivity-based generator events produced inside Athena.  

U.S. database support for the ever-evolving Atlfast fast simulation program and for generator event persistence continued in this quarter and will continue into next, as event generation and the Atlfast chain (successfully demonstrated as part of the 2001 Lund Program) have been  designated as integral to Data Challenge 0.  An unintended time-consuming but salutary side effect has been quality assurance and testing of physics code. Checks that one gets the same answers with and without persistence have uncovered several subtle bugs, not in the database software, but in order-dependent processing, memory leaks, and more.

While the Data Challenge 0 schedule has slipped, milestones for U.S. database deliverables for the data challenge have been met.  There remain some problems decoding old subsystem geometries from Physics TDR data and keeping up with revised geometries in the most recent simulations, but these are not U.S. responsibilities. 

Persistence support for the new StoreGate back end was developed and delivered. A ROOT persistence service for Athena was completed and released.  This service and its future evolution will be central to ATLAS Data Challenge 1 infrastructure.  An effort to provide ROOT persistence for the current ATLAS event model is underway, and is expected to be delivered in the next quarter for Data Challenge 1.

A highly successful U.S.-led workshop in October on the topic of bookkeeping and metadata produced, among other things, the first concrete milestone incorporating grid software into ATLAS data challenges.  The U.S.-developed Magda software (a PPDG product) will be used in Data Challenge 0, and a more sophisticated deployment (consonant with EU DataGrid WP2 architecture and components) is planned for Data Challenge 1.

Database architecture work continued in this quarter, with a series of open phone meetings and a multi-day workshop at CERN in October.  Incorporation of feedback from these sessions into a revised architecture model has been slowed by the departure in this quarter of Ed Frank (University of Chicago) from the ATLAS database effort.  On another front, however, substantial progress has been made--a U.S. initiative began to define an approach to instantiating the draft architecture in a hybrid relational database/file streaming implementation, a direction consonant with current thinking about ATLAS baseline technology choices.  A draft for dissemination within the wider ATLAS software community is expected early in the next quarter.  

Concrete discussions began in this reporting quarter among the four LHC experiments about the possible scope and content of common projects in data management.  All experiments share an interest in a hybrid relational/streaming architecture.  An LHC Computing Grid Project "Requirements Technical Assessment Group" is expected to be initiated in first quarter of 2002. The U.S. architectural efforts reported above put ATLAS in a strong position to play a leadership role in the definition and development of any LHC-wide data management infrastructure. 

Finally, a low level effort continued in the deployment of a prototype relational (MySQL) based conditions data service, being used by the liquid argon calorimeter test beam group. The API for the service was refined based on user feedback. New methods for reading calibration coefficients (so called ramp constants) were implemented by request of users.
WBS 2.2.1.10 Distributed Data Management and Processing Software  

The principal goal of the Magda project for this period was the completion and deployment of a version capable of production deployment in the ATLAS Data Challenge 0 commencing in December. This was achieved, with a DC0-ready version deployed and announced on December 7. Magda was adopted by international ATLAS as the file cataloging and replication tool for DC0 and by the end of the period was in use cataloging the DC0 data generated to date.

The most important new functionality implemented during the period was the completion and deployment of command-line tools providing a file access interface to production jobs. The magda_findfile command searches the catalog on the basis of LFN, LFN substring, location, etc. and reports results in a parsable format. The magda_getfile command retrieves files from any accessible location, making them available locally either as a local copy or a soft link to a replica in a managed location. Usage counts of files in managed locations and caches are maintained, with usage decremented when magda_releasefile is used, such that files can be pinned while they are in use. The magda_putfile command archives files in managed store locations and registers them in the catalog. These command line tools provide all the capability currently needed by ATLAS jobs to exploit Magda, so the direct integration of Magda into the Athena framework continues to be deferred until manpower for this more exploratory work is identified.

Integration of GDMP with Magda was identified as the highest priority in further integrating Grid toolkit components with Magda. An integrated deployment of Magda and GDMP is foreseen in the ATLAS Data Challenge 1 commencing in spring 2002, permitting ATLAS to draw on both PPDG and EDG WP2 data management efforts in a coordinated way. Towards this end, the GDMP design and feature set was reviewed with a view to Magda integration, and an integration plan begun. Problematic issues in the integration were identified and gathered for discussion at a PPDG data management meeting in early Jan.

ATLAS/PPDG has been instrumental within international ATLAS in planning and coordinating a coherent approach to replica and metadata management for the ATLAS Data Challenges, integrating the plans and deliverables of PPDG and EDG.

Magda deployment was completed or initiated at several new sites during the period, including Indiana University (completed), IN2P3 and UT Arlington (underway). Magda-based replication of ATLAS data between CERN and BNL continued, with ~300GB of data now replicated. Magda now catalogs files representing more than 6TB of data.

Near term plans include exercising Magda in a production setting in DC0 and feeding experiences back into the development cycle; integration with hybrid (RDBMS+object streaming) event stores; integration with application metadata catalogs; integrating GDMP in preparation for DC1; and further integration of Globus tools, particularly remote command execution for more flexible Magda usage at testbed sites.

During the period we developed (primarily off-project) a design and description of a 'hybrid' persistent data model consisting of data files plus a data management and metadata layer, the latter to be implemented using a combination of grid toolkit components and higher level metadata services. The hybrid data model is a proposal for

managing the event data in an HEP experiment. It explicitly recognizes that the data is stored in files and separates the largely grid-based management and tracking of those files from the management of event data objects within the files. It addresses the problem of maintaining persistent references between event objects. The management of physics

data collections (called datasets) is also discussed. Most of the work thus far is in design work directed at file-level management of and access to distributed event data, directly applicable to our PPDG program in distributed data management development. For details see http://www.usatlas.bnl.gov/~dladams/hybrid.
WBS 2.2.2 Simulation and Reconstruction Software 

The U.S. played the principal role during the quarter in preparing the production simulation software and infrastructure for DC0.  Several rounds of input from the detector groups went into finalizing the detector geometry for production. A production operations scenario fitting into the DC0 processing chain, principally based on Objectivity event storage, was developed and implemented. The U.S. has led successful operation of the production system in test running during December. In the next quarter we (with the support of CERN and international ATLAS) will seek non-US and particularly CERN-based participants to train for production operations in DC0 and DC1.
WBS 2.2.4 Software Support and QA/QC 

A facility that produces nightly builds of ATLAS software based on the versions of packages for the next stable software release was fully installed at CERN after it was tested at BNL last quarter. Web pages with the build results for individual packages and automatic e-mail notifications about errors were found to be very useful in the preparation of new releases.  The nightly builds are also being used by advanced developers for monitoring software submissions and testing interactions between packages.

The focus in nightly development will shift in the next quarter towards incorporating testing protocols in the automated builds, from the component level to the package level to the cross-package release level. For example we plan to incorporate the software chains emerging from the DC0 continuity tests into release level tests providing high level, comprehensive validation of software functionality in releases.

Continuity in the availability of releases was maintained through the (rather painful) migration to CMT, with the situation now stabilized and with the US ATLAS software manager having accrued a lot of experience with CMT.  New Atlas software is being installed promptly at the BNL Tier 1 Center, usually in one to three days after CERN installation. The BNL software support page is concurrently updated with details and examples of usage of new Atlas Software releases.

In cooperation with ACF staff, the switch to the new AFS cell dedicated for U.S. Atlas Tier I Facility users was completed. The necessary modifications were made to the environment setup scripts and relevant web pages.

The development of the pacman package manager continued, with several sites (Boston, BNL, Indiana) preparing for deployment early in the next quarter. Pacman was adopted for use as a packaging tool by the Globus project.
WBS 2.2.5, 2.2.3 Training and Collaborative Tools 

Further online web-based lectures were in preparation during the period. A series of lectures on CMT, the new configuration management tool of ATLAS, will be made available using this service based on the Syncomat tool of the University of Michigan. 
Project Management

A focus in project management during the quarter was preparing for reviews, both successful; the internal PCAP review in October and baseline review by the agencies in November.

The U.S. undertook an important new role in International ATLAS project management with the appointment of Torre Wenaus as ATLAS Planning Officer.  The Planning Officer is responsible for proactively requesting and gathering schedule-input from coordinators throughout the computing project, for assessing consistency with the rest of the project and completeness, and iterating as necessary to maintain a credible schedule.  The schedule should be reasonably detailed 1-2 years out, and less so beyond that but covering major milestones through the life of the project. The Planning Officer is also responsible for maintaining the schedule and PBS using the agreed project management tools (currently XProject), and presenting these materials in useful forms on the web, and reporting the schedule status. Having this function performed by the US will aid greatly the development and maintenance of coherent, appropriate milestones and schedule in the US and internationally. It will be much easier to ensure a level of detail in the milestones commensurate with the expectations of program managers and overseers.

Summary of Major Milestones and Deliverables
Some lower priority milestones have been deferred to focus on those required for DC0. Others have been deferred pending delivery of required components. DC0 milestones are either complete or rescheduled with completion dates consistent with DC0 completion at end Feb 2002.

WBS 2.2.1.2 

· Service management restructuring deployed (Oct) 

· Physics analysis output/binding to JAS analysis tool -- deferred; lowered priority

· Pile-up support prototype (partially complete; expected Feb)

· Detector description prototype (partially complete; expected Feb)

· DC0 release of Athena (full DC0 software release in Feb)
WBS 2.2.1.3

· Interval-of-validity based retrieval infrastructure prototype (Oct)

· Full compliance of database software with gcc compiler (Oct)

· Objectivity support for the new StoreGate transient store (Nov) 

· ROOT persistency support implemented in the ADL back end (deferred due to ADL delays)

· Migration to Objectivity 6 (Nov)

· Prototype database support for pile-up (pile-up infrastructure expected Feb)

· Meta information management (bookkeeping) prototype – US component (Magda) (Dec)

· Conversion service support for input to the detector data service -- Deferred; design still ongoing

· Collection registration prototype -- deferred; lowered priority
WBS 2.2.1.10
· Magda distributed data manager DC0 version complete (Dec)
WBS 2.2.4
· Migration of nightly build service to CERN (Oct)

· Activated developer notifications for CMT-based nightly builds (Nov)

· Incorporation of code checker in software builds -- deferred; waiting on code checker configuration from QA group (Grenoble)
Forthcoming Milestones and Deliverables

Many of the forthcoming milestones and deliverables are driven by the Data Challenge schedule. Data Challenge 0 (primarily a software completeness and continuity test involving of order 100k events) is now scheduled to conclude at the end of February.  Clearly, a principal overall milestone for the next quarter is successful completion of DC0.

Data Challenge 1 (10M events for high level trigger studies in phase 1 -- Apr-Jul; new software evaluation and physics studies, including deployment and evaluation of hybrid ROOT/relational event storage in phase 2 -- Sep-Dec) is scheduled for Apr-Dec 2002.

WBS 2.2.1.2

· Solaris compliance of software (Feb)

· Detector description prototype complete (Feb)

· DC0 release of Athena (Feb)

· ADL support for reconstruction output objects (Mar)

· Pile-up support prototype (Mar)

WBS 2.2.1.3

· Solaris compliance of software (Feb)

· Support for ROOT persistency of the 'RD Event' (Feb)

· ROOT persistency support implemented in the ADL back end (Mar)

· Prototype database support for pile-up (Mar)

WBS 2.2.4

· Integration of testing into automated builds (Feb)

· Deployment of 'DC0 production chain' as test protocol (Mar)

· Incorporation of code checker in automated builds (Mar)

· Support for the ctest component test package for evaluation (Mar)
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