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1. 
Executive Summary

This report contains the results of the fourth Review of the U.S. ATLAS Plans for ATLAS Computing by the Physics and Computing Advisory Panel (PCAP). 

The committee commends the project management for delivering all required documentation on time. We are also satisfied with the replies and actions taken in response to the recommendations of the May review.

We retain as major conclusions:

· Athena has been endorsed after a long process; the acceptance in practice will hopefully follow soon. We recommend that U.S. ATLAS management address this point with International ATLAS as soon as possible.

· The Data Management effort goes in the right direction, though more effort is required.

· We applaud the initiative to work closely with the Computer Science people on GRID related issues. Make sure, nevertheless, that GRID activities in general do not absorb more than they return.

· The Tier 1 facility has suffered from a lack of funding. This needs to be addressed in the framework of the new schedule. Very good work on networking was done in preparation of the forthcoming Data Challenges.

· We recommend strongly having 1-2 additional people present at CERN.

Overall, we believe that the project is in good shape given the financial constraints.

Finally, we would appreciate if the format of the next review could follow the proposal agreed in May.
We would like to thank the project leader and his team for the good organization of the review and Argonne National Laboratory for their hospitality.

2. Introduction

The U.S. ATLAS Project Management set up the “U.S. ATLAS Physics and Computing Advisory Panel” (PCAP) in December 1999. The Panel advises the U.S. ATLAS project managers on the U.S. part of the project, on common projects with other LHC experiments and on the relation with International ATLAS. The main areas addressed by the Panel are:

· Project management

· Physics

· Software

· Facilities

The Panel reports to the U.S. ATLAS Project Manager.

The committee members are:

Wolfgang von Rüden, CERN (Chair)
Ed Blucher, University of Chicago, ex-officio as chair of the corresponding CMS review
John Harvey, CERN
Barbara Jacak, SUNY Stony Brook
Vivian O'Dell, Fermilab
Charles Young, SLAC

The review schedule has been updated as we progress and is now:

January 10&11, 2000
First review meeting at BNL
January 25, 2000
Report on first review

October 26-28, 2000
Second review meeting in Boston
November 7, 2000
Report on second review

May 21, 2001
Third review
May 29, 2001
Report on third review

October 30&31, 2001
Fourth review
November 9, 2001
Report on fourth review

T.B.D.
Fifth review

During its first meeting in January 2000 the committee discussed the general approach to the reviews with the U.S. ATLAS management and looked at the initial draft documents. For the first review only two days were allocated. 

The second review took place at Boston University in the School of Management. Again, only 2.5 days were allocated, which turned out to be too short. More time should be foreseen for the next review. 

The third review was held at BNL. It was a short review concentrating on the most pressing items, which were the funding shortfalls and the work related to the various GRID activities.

The fourth review, hosted by Argonne National Laboratory, addressed again the complete project.

3. General Remarks

The fourth review covered again the complete project and included a discussion of the forthcoming data challenges. The committee was pleased to receive the complete documentation as agreed on time.

The committee received the answers to the recommendation made in May. We are pleased that the Athena framework has finally be accepted, although the transition to the common solution is still outstanding (see below). The funding situation has not improved and is still a major concern. The ramp-up of the facility is unfortunately behind the plan due to shortfalls in funding. A stronger presence at CERN would be highly desirable, but it requires funding as well.

The agenda was very compact and did not leave sufficient time for discussion. The committee would prefer to have the review organized according to the plan agreed in May 2001 (see appendix 2).

The committee thanks the U.S. ATLAS for the good organization. We appreciated, as in the past, the open discussion and friendly atmosphere. John and Wolfgang regret that they couldn’t be physically present at ANL.

4. Physics and Analysis

Physics analysis performance is strongly tied to framework choices being made by ATLAS. The existence of separate frameworks with different technical implementations of detector geometry descriptions is cause for concern and could lead to divergence in the information. Two different implementations require, at best, duplicating maintenance effort, stretching the already limited manpower. Worse, negative impact on ATLAS physics results could arise from different geometry in real and simulated data. 

The analysis approach for AOD data and appropriate coupling to the framework is also very important. Straightforward user access to conditions information, ESD and RAW event data, as well as to the Monte Carlo generated information is crucial to allow ATLAS software developers to optimize the analysis code performance.

As is stated in the framework section of this report, we urge that the ARC-recommended adoption of the ATHENA framework for all steps in data simulation, reconstruction and analysis happen as soon as possible. Completion of the integration before DC1 is crucial for effective use of the planned 107 events by ATLAS collaborators for trigger/DAQ and algorithm studies.

Validation of GEANT 4 physics is currently underway. Performance validation of the electromagnetic physics is essentially complete. The hadronic physics is currently under study; completion of this step is critical to the move to GEANT4.

We recommend that the ATLAS activities on GEANT4 hadronic physics validation receive high priority.

There are concerns about the timescale of the CLHEP group response to the agreed incorporation of HepMC into CLHEP. An agreement was made and code provided to CLHEP nearly one year ago. The ATLAS group is worried about the situation, as HepMC is an integral part of ATLAS software, and inconsistencies with the centrally supported version stand in the way of full integration of ATLAS simulation information.

Communication with the CLHEP group is important to ensure that this step is completed. Recent exchanges look promising, and the committee encourages U.S. ATLAS to further pursue contact with Fermilab and the individuals concerned.

U.S. ATLAS has recently initiated nightly rebuilds of the software packages. A tagging scheme has been implemented that allows package authors to verify and release the software for which they are responsible.

The committee commends the nightly rebuilds as an important step and urges that high priority be given to the addition of QA/QC tests to the nightly builds. This will extend their use to monitoring and improving the performance of the software.

5. Software Development

5.1 Framework

We were very pleased to see that the ATLAS Architecture Review Committee (ARC) has concluded its review of Athena and published a number of wide ranging recommendations in a detailed final report. These recommendations underline the central role of Athena as the ATLAS framework for event processing applications, as well as making suggestions on specific details of the design. Some of these recommendations consist of requests for design specifications to be documented, but also concerns were expressed on fundamental design features (split of transient and persistent data) and technology choices (use of Python and IDL). Whilst some points of disagreement have become obsolete since the review, others have still to be addressed by the A-team. It is understood that a response to the ARC report by the A-team is in preparation.

The Athena team should make every effort to respond to the recommendations made by the ARC. A clear statement should be given where it is intended to diverge from the recommendations. Requests for documentation should be respected.

We understand that the COB has endorsed the major findings of this review and that an official statement to the collaboration is expected from the ATLAS Computing Coordinator. 

The outcome of the review and the program of work resulting from it should be communicated to the collaboration by the computing management as soon as possible. This should describe the immediate plans for the future development of Athena and for its use in the various data processing applications. This is urgently needed to give clear direction to the software effort. Mechanisms will need to be put in place to ensure that the architecture is respected and the framework used in order to bring cohesion to ATLAS software.

5.2 Simulation Framework

At the time of the last review we had expressed concern that the development of alternative frameworks, such as the FADS/Goofy simulation framework, could fragment and polarize the software effort. Since then we have seen that there has been good progress on the development of an Athena-based simulation framework and at the same time further development of the FADS/Goofy framework. Whilst this parallel development was initiated in order to fulfill the short-term needs of the simulation effort, we were given strong indications that there is a fundamental difference of opinion between the A-team and the simulation group on the adoption of Athena as the framework for the simulation program. In addition there seems to be very little communication between the A-team and simulation groups. This clearly represents a strong divergence, which cannot be allowed to continue indefinitely. Difficulties due to the duplication of geometry components in simulation and reconstruction codes have already surfaced. We cannot see any technical reason why ATLAS cannot use a single framework for all its event data processing applications. The benefits of this approach, and the dangers of duplicating frameworks, have been enumerated on many occasions and will not be repeated here.

We recommend that a clear milestone be set for migrating the simulation framework to Athena and that the simulation and framework groups collaborate closely on working towards this common aim. The timescale for this depends strongly on the effort that can be devoted to continue the integration of Athena, Geant 4 and specific ATLAS code. We recommend that this be given high priority.

5.3 Data Management

Data Management is now a U.S. responsibility with David Malon in charge. The group has demonstrated the ability to switch between two persistence technologies (Objectivity and ROOT/MySQL) without any changes to user code. We are happy to see that further development of non-Data Management code can proceed independently of the ultimate choice on technology. However, this demonstration was achieved at a high cost; changes in non-core packages like Atlfast have required changes to the data management software.

A technology-neutral data management architecture proposal was presented to the collaboration in September 2001. Technology choices will be evaluated during Data Challenge 1 (DC1), and a decision will be made in Fall 2002. The criteria for this decision were not presented.

There has been significant manpower erosion in the database effort: the loss of Ed Frank, the decrease of core effort at ANL, and the departure of Helge Meinhard who was the database contact at CERN. This effort is in danger of not being ready for DC1 and the technology evaluation in 2002. A transfer of manpower at BNL from the STAR experiment to U.S. ATLAS has strengthened the ROOT/MySQL effort.

We find that the consolidation of leadership in the Data Management area onto one person is positive and recommend that all activities continue under his direction. We recommend that technology selection criteria be specified. We recommend that U.S. ATLAS augment the manpower of the database effort as soon as possible.

5.4 GRID Activities

U.S. ATLAS has devoted significant attention and manpower to GRID development activities. Jennifer Schopf is the liaison between the ATLAS and GryPhyN Computer Science groups, helping to merge the two separate sets of goals, needs and specifications. Her efforts are producing excellent results. It was noted that the difficulty of configuring a generic computer to be ATLAS-capable hampers development on the computer science side. Though the GRID activities necessitated some modification of ATLAS software priorities, the benefit to ATLAS is clearly large in the long-term. Work is underway to allow a seamless use of either EU DataGrid or U.S.-developed GRID tools for analysis of ATLAS data. 

The committee recognizes the importance of GRID development and commends U.S. ATLAS for forging close contact and collaboration with the computer science component. This will pay off with usable distributed analysis infrastructure on a reasonable time scale. We urge U.S. ATLAS to continue to emphasize this collaboration and use the data challenges to strengthen the connection between HEP and CS GRID work.

The close collaboration with the CS component of GryPhyN, iVDGL, and PPDG has resulted in coordinated goals and plans for the upcoming ATLAS data challenges. A clear connection of GRID and data challenge goals/plans was articulated. A division of the GRID developments into two major steps has been identified. Those steps are data management and job scheduling. 

The committee was very happy to see the integrated milestones and schedule for GRID and data challenge work.

We strongly support the plan to first attack problems of distributed data management, followed by adding more “smarts” to optimize scheduling of jobs on the GRID. We recommend close coupling of GRID and Data Challenge activities, and strengthening the communication between U.S. ATLAS GRID developers and Data Challenge management. Further coordination will help ensure that GRID results in a net gain of manpower.

6. Facilities

6.1 Tier 1/2 Centers

The BNL Tier 1 facility has begun dedicated hardware purchases for U.S. ATLAS. The facility is roughly 0.1% full size and consists of 62 dual-CPU Linux boxes (48 bought this FY), about 2 TB disk, 1 TB tape storage and data and file servers to support the cluster. In addition they have a dedicated GRID test bed of two Linux nodes for GRID and networking R&D studies. The Tier 1 (T1) facility is being used mainly for CPU intensive Fortran simulation work for calculating ATLAS neutron background.

Both the Tier 1 Manager and Deputy Manager emphasized that the Tier 1 at BNL is understaffed and undersized due to funding constraints, and the committee concurs with this. The funding profile for the next few years makes full participation in the international ATLAS data challenges problematic for the U.S. ATLAS T1 center and resources outside of BNL will be important to make the data challenges a success.

The first ATLAS data challenge (DC0) is scheduled for the end of the 2001 calendar year and is basically a software continuity test at CERN. This would test the software and also ATLAS would gain experience in reading and writing to an Objectivity database. The resulting data would be analyzed and compared with the results in the ATLAS physics TDR.

The DC1 challenge is scheduled for spring of 2002 and has very aggressive goals, including integration of the system with grid tools and using more than one event storage technology (Objectivity and Root I/O hybrid system).

The committee believes that organizing the hardware to support Atlas OO data simulation and reconstruction complete with adding pile up events may not be a trivial task, and that BNL should attempt a small size software continuity test, possibly concurrent with and similar to DC0 in advance of the DC1 challenge. This may require some hardware reconfiguration and optimization.

The Tier 1 computing facility should attempt a data challenge of the same scale as the proposed DC0 at CERN (100k events) in advance of DC1.

In order to gauge the level of support needed, and to get input to the hardware necessary to support the user community, the T1 regional center at BNL should encourage physicists to analyze the Monte Carlo data generated during data challenges (including DC0) and stored/served from BNL.

The T1 regional center at BNL should encourage, using all means available, physicists to analyze MC stored at BNL. Creative use of Guest Scientist positions could help here.

ATLAS is discussing a new computing model, which enhances the ability of physicists outside CERN to gain access to experimental data. We believe this is a very positive move, but it brings with it more dependencies (i.e. risks) on network bandwidth and GRID developments. As a result, BNL has re-scoped the T1 facility to minimize risk over projects not in their direct control. This requires augmenting CPU and disk storage at the T1 site, but due to a delay in T1 implementation, the center is still within the funding profile.

We support the re-scoped size of the BNL Tier 1 in order to support US physicists and believe the new scale of the facility is correct.

Data Challenge 2 (DC2) is currently scheduled for Spring-Fall of 2003 with an approximate scope of about an order of magnitude larger than DC1. Due to the severely back-loaded funding profile of the project, the T1 center hardware capacity will be only about 3 times larger. Even more worrying is the decrease in manpower from the original plan during the early years (i.e. now till 2005).

The committee feels that an increase in Tier 2 capacities could help with the hardware shortfall for DC2, but there is still a shortfall of manpower. Additional funding for the User Facility project in advance of DC2 will likely be necessary in order to make this data challenge a success for the U.S. ATLAS computing facilities.

U.S. ATLAS has been working on distributed computing facilities and has selected two prototype Tier 2 centers this year (Indiana University and Boston University). These two universities were selected in part because of existing infrastructure to support Tier 2 computing. The plan is to support analysis of DC1 in the summer of 2002 and to participate both in production and analysis of data for DC2. The long-term plans for the Tier 2 centers nicely match with the Tier 1 plans and are well thought out. The current test beds are being used to explore and test GRID tools and networking performance. The committee finds the implementation plans and schedules for the Tier 2 centers reasonable and well thought out.

6.2 Networking

U.S. ATLAS has put quite a bit of effort into understanding ATLAS networking requirements, especially between US Tier1 and Tier 2 sites. Network performance software has been developed and integrated with the GLOBUS toolkit. A new Internet working group has formed from the LHC Common Projects initiative and is co-chaired by U.S. ATLAS and US-CMS networking representatives. The committee was impressed with the networking presentation and the use of ATLAS GRID test beds for testing network throughput. Networking is an integral part of the Tiered regional center hierarchy and should be understood and measured early on in the project. Requirements and solutions are being understood now.

We recommend that the excellent work on measuring and understanding networking needs be continued and commend ATLAS for its foresight in understanding the tested bottlenecks early in the process. This is extremely important in satisfying the ATLAS data challenge goals.

7. Data Challenges

Data Challenges will serve to validate the computing model, data model, and technology choices of ATLAS. U.S. ATLAS will participate in these collaboration-wide data challenges. We are happy to see the appointment of a data challenge coordinator, and a well-defined schedule for three progressively more ambitious challenges. The coordinator has identified data management as a key issue for the success of these challenges. 

The first is DC0 scheduled for December 2001. It is primarily a “continuity test” from simulation with Geant-3 through reconstruction to analysis of 105 events. Re-analysis of Physics TDR data will test the Objectivity database infrastructure. 

The second data challenge DC1 is scheduled for February to July 2002. In addition to 100 times more events, DC1 will exercise many other components of the computing system. It will use Geant-4 instead of Geant-3 for simulation. Both Objectivity and ROOT I/O will be used in order to evaluate the two persistence technologies, but there are concerns whether there is sufficient manpower for their timely development and deployment. Some GRID tools will be used in these production activities, providing experience for the users as well as feedback to the developers. The events will be used for High-Level Trigger TDR, and for physics studies. Many sites will be involved in DC1. 

DC2 is the third data challenge, scheduled for 2003. While its detailed scope will depend on the experience from DC1, it is expected to involve ten times more events, i.e.108 events. This will require ~50% of the 2006-2007 installed capacity. The output can be used for detailed physics analyses, which have to confront real-life issues such as calibration and alignment. DC2 is expected to have tie-ins to the LHC Computing GRID Project, and should involve extensive use of GRID middleware. 

We recommend that the Data Management effort be strengthened to support the Data Challenges. We also recommend the deployment of sufficient resources so U.S. ATLAS can be a significant participant in the Data Challenges.

8. Funding

We were informed that the overall level of funding is even lower than the advertised “austere” level. The shortfall so far amounts to $500k. Also, the profile peaks towards the end of the project. The lack of early funding is the reason for the under-critical presence of US people at CERN.

We re-iterate our recommendation from May 2001:

“The committee is worried about the reduced level of funding. If the present situation is not corrected in FY ’02, this part of the project will undoubtedly suffer”. This concerns both the personnel and the facility at BNL.

9. Management

While the relations between U.S. ATLAS computing team and the International ATLAS computing are good, the discussions around Athena remain difficult and present a major worry. After the very long time taken by ARC to come to a conclusion concerning the Athena framework, and the time it then took to get the project endorsed, it seems now that the next problem is the very slow process of getting the decision implemented. While waiting for this, the parallel development on the simulation framework goes on and effort is wasted.

The Athena team has even been told to keep quiet about their work of integrating Geant4. We see a rather high level of frustration on the U.S. ATLAS side.

The committee urges the U.S. ATLAS management to address the Athena problem at the appropriate level within the International ATLAS management to arrive at an agreed timetable for the transition to a unique framework.

As mentioned several times, a stronger U.S. presence at CERN is highly desirable. This would ease the collaboration with International ATLAS, in particular to ensure the continuity in the common planning.

We also encourage the U.S. ATLAS management and their funding agencies to help establishing a stronger presence at CERN.

10. Summary of Recommendations

Rec 4-1 As is stated in the framework section of this report, we urge that the ARC-recommended adoption of the ATHENA framework for all steps in data simulation, reconstruction and analysis happen as soon as possible. Completion of the integration before DC1 is crucial for effective use of the planned 107 events by ATLAS collaborators for trigger/DAQ and algorithm studies.
Rec 4-2 We recommend that the ATLAS activities on GEANT4 hadronic physics validation receive high priority.
Rec 4-3 Communication with the CLHEP group is important to ensure that this step is completed. Recent exchanges look promising, and the committee encourages U.S. ATLAS to further pursue contact with Fermilab and the individuals concerned.
Rec 4-4 The committee commends the nightly rebuilds as an important step and urges that high priority be given to the addition of QA/QC tests to the nightly builds. This will extend their use to monitoring and improving the performance of the software.
Rec 4-5 The Athena team should make every effort to respond to the recommendations made by the ARC. A clear statement should be given where it is intended to diverge from the recommendations. Requests for documentation should be respected.
Rec 4-6 The outcome of the review and the program of work resulting from it should be communicated to the collaboration by the computing management as soon as possible. This should describe the immediate plans for the future development of Athena and for its use in the various data processing applications. This is urgently needed to give clear direction to the software effort. Mechanisms will need to be put in place to ensure that the architecture is respected and the framework used in order to bring cohesion to ATLAS software.
Rec 4-7 We recommend that a clear milestone be set for migrating the simulation framework to Athena and that the simulation and framework groups collaborate closely on working towards this common aim. The timescale for this depends strongly on the effort that can be devoted to continue the integration of Athena, Geant 4 and specific ATLAS code. We recommend that this be given high priority.
Rec 4-8 We find that the consolidation of leadership in the Data Management area onto one person is positive and recommend that all activities continue under his direction. We recommend that technology selection criteria be specified. We recommend that U.S. ATLAS augment the manpower of the database effort as soon as possible.
Rec 4-9 The committee recognizes the importance of GRID development and commends U.S. ATLAS for forging close contact and collaboration with the computer science component. This will pay off with usable distributed analysis infrastructure on a reasonable time scale. We urge U.S. ATLAS to continue to emphasize this collaboration and use the data challenges to strengthen the connection between HEP and CS GRID work.
Rec 4-10 We strongly support the plan to first attack problems of distributed data management, followed by adding more “smarts” to optimize scheduling of jobs on the GRID. We recommend close coupling of GRID and Data Challenge activities, and strengthening the communication between U.S. ATLAS GRID developers and Data Challenge management. Further coordination will help ensure that GRID results in a net gain of manpower.
Rec 4-11 The Tier 1 computing facility should attempt a data challenge of the same scale as the proposed DC0 at CERN (100k events) in advance of DC1.
Rec 4-12 The T1 regional center at BNL should encourage, using all means available, physicists to analyze MC stored at BNL. Creative use of Guest Scientist positions could help here.
Rec 4-13 We support the re-scoped size of the BNL Tier 1 in order to support US physicists and believe the new scale of the facility is correct.
Rec 4-14 The committee feels that an increase in Tier 2 capacities could help with the hardware shortfall for DC2, but there is still a shortfall of manpower. Additional funding for the User Facility project in advance of DC2 will likely be necessary in order to make this data challenge a success for the U.S. ATLAS computing facilities.
Rec 4-15 We recommend that the excellent work on measuring and understanding networking needs be continued and commend ATLAS for its foresight in understanding the tested bottlenecks early in the process. This is extremely important in satisfying the ATLAS data challenge goals.
Rec 4-16 We recommend that the Data Management effort be strengthened to support the Data Challenges. We also recommend the deployment of sufficient resources so U.S. ATLAS can be a significant participant in the Data Challenges.
Rec 4-17 “The committee is worried about the reduced level of funding. If the present situation is not corrected in FY ’02, this part of the project will undoubtedly suffer”. This concerns both the personnel and the facility at BNL.
Rec 4-18 The committee urges the U.S. ATLAS management to address the Athena problem at the appropriate level within the International ATLAS management to arrive at an agreed timetable for the transition to a unique framework.
Rec 4-19 We also encourage the U.S. ATLAS management and their funding agencies to help establishing a stronger presence at CERN.
11. Conclusions

The committee was very pleased with the timely delivery of the documentation and the answers to the recommendations made at the last review.

The decision on Athena is a major step forward; the acceptance in practice will hopefully follow soon. We see good technical and organizational progress in the Data Management. Teaming up with the CS people to work on GRID issues is another successful step. The Data Challenges will indeed challenges and require sufficient planning and support. The lack of funding made life difficult for project in general and for the facilities builders in particular.

Overall, we believe that the project is doing rather well within the limits given by the funding. 

Finally, we would appreciate if the format of the next review could follow the proposal agreed in May.

We would like to thank the organizers and all participants for their efforts leading to a successful meeting.

12. Appendix1: Schedule of the October 2001 Review Meeting

Venue: Argonne National Laboratory

Monday, October 29

- Arrival of reviewers, executive meeting from 11-1, meeting of presenters 3-5

Tuesday, October 30

8:00-8:30
Project Overview
J. Huth
30 min

8:35-9:30
Intl. ATLAS


Overview
N. McCubbin
15 min


Data challenges
G. Poulard
15 min

9:35-10:00
Physics
I. Hinchliffe
25 min


Break

10:20-10:55
Software
T. Wenaus
35 min

11:00-11:20
Architecture
D. Quarrie
20 min

11:25-11:45
 Data mgmt.
D. Malon
20 min

11:50-12:10
Detector Activities
J. Shank
20 min


Lunch (Lunch will be brought in) 

1:00-1:50
Facilities/Tier 1
Gibbard/Baker
50 min

1:55-2:25
Tier 2/distr. Facilities
Gardner/Shank/May
30 min

2:30-2:55
Networking
McKee
25 min

3:00-3:35
GRID plans
Schopf/Wenaus
35 min


Break
4:00-4:45
Exec Session

4:45-5:15
Presentation of questions to presenters

6:00
Dinner

Wednesday, October 31

8:00-9:30
Response to questions/discussion

9:30-9:45
Break

9:45-12:00
Exec Session

12:00-1:00
Presentation of findings

1:00-2:00
Lunch

2:00 -4:00
Writing time for reviewers

13. Appendix 2: Review Format Proposal

W. von Rüden

24 May 2001

Proposal for the Format of Future U.S. ATLAS and U.S. CMS Reviews

This is an attempt to come to a “standardized” form for the reviews. The motivation comes from the difficulties experienced in the past to find dates, to make sure we have enough time for the review itself and to allow the committees to get the reports out before the members go back home.

The proposed plan does not allow having both reviews within the same week, which anyhow would be very exhausting for those involved in both. In addition, we need to leave time for people to travel between the reviews, as the reviews will be most likely in different locations.

The optimum (from my point of view) would be to have the first meeting Tuesday afternoon through Friday evening, the second Monday-Thursday, unless people are willing to start the pre-meeting on Sunday. Most of the participants would be needed only during two full days.

Last, but not least, the dates need to be finalized at least 6 months in advance.

	Date
	Event

	Start - 10 days
	Documentation available for reviewers (progress report, reply to previous recommendations, new documents, agenda, pointers to additional material, reading list). [I find a simple pointer to a complex Web-site impractical, since I tend to read the documents at home or on the plane.]

	Pre-meeting

(afternoon)
	Closed session of Committee to discuss the information received and to prepare a list of questions, if needed.

Committee meets project management to exchange information of confidential nature

Option: Committee members are available for discussions with individuals or sub-project teams.

	1st evening
	Working dinner for committee and project management

	Day 1
	Morning: Presentations

Afternoon: Presentations until 5 pm max

Closed session committee

	Evening Day 1
	Dinner for all (optional)

	Day 2
	Same as Day 1, may be another EXEC session, depending upon the needs.

	Evening Day 2
	Working dinner for committee

	Day 3
	Morning: Closed session of committee, preparation of close-out

End of the morning: Close-out

Afternoon: Committee writes draft report (final draft) 

	Max 1 week later
	Final report available


Notes:
- If the total time required for presentations and discussions is less than 2 days, the “pre-meeting” can be on the morning of Day 1.
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