High energy and nuclear physics has been linked with the leading edge of computing since the modern computer took shape, when the earliest computers were applied in nuclear physics calculations using the Monte Carlo simulation method first developed in the Manhattan Project. In the decades following the war physicists built the vast new experimental science of high energy physics centered around ever-growing and costly particle accelerators and colliders, always relying on state-of-the-art computing to collect the data and distill the science. Because computing in HEP is but a means to the more important end of extracting the physics, and its funding is an unwelcome incursion upon the constrained budgets which must build the detectors and accelerators, it is pursued in pragmatic and creative ways designed to achieve the greatest possible return on the smallest possible investment in money and effort.

This approach has often involved pushing the limits of current technology and practice, producing or advancing innovations that later enter the mainstream. ‘Farm computing’ using inexpensive loosely coupled processors, for example, was a mainstay in the field over 20 years ago, and was developed in collaboration with the leading computing manufacturers of the day. The distributed nature of HEP research, with widely dispersed researchers relying on large research facilities at a small number of sites, has also been a driver of computing innovation. HEP was one of the first fields outside the CS community itself to develop and widely employ email as a research tool. The first high-bandwidth transatlantic research network was created for HEP. Most famously, the World Wide Web was a HEP innovation, developed to support distributed collaboration, which used simple new protocols and software to leverage the power of the emerging internet.

Most recently, a further enormous step in experiment scale and data volume at CERN’s LHC collider has brought challenges in data-intensive distributed computing that again place HEP computing at the leading edge. The LHC experiments begin taking data in 2007 and have already constructed worldwide computing operations to meet present simulation needs and to serve as development testbeds for the far larger system required once data taking begins. The computing demands of the LHC far exceed anything seen before in HEP, and indeed are unprecedented in scientific research in general. Vital aspects of LHC computing, in particular the global management of huge LHC data volumes and the data analysis activities exploiting them, also go well beyond the practice and capabilities of the commercial world.

The most marked development in computing over the last decade is the explosive growth of the internet, and the determination of both high energy physicists and computer scientists to develop and exploit the fundamentally new capabilities offered by a pervasive, high bandwidth global networking infrastructure has brought the two fields into alignment on an exciting new research and development program.

For high energy physicists, the new network infrastructure offers the possibility of leveraging the computing center as but one node in a higher level computing infrastructure of far greater capability, in much the same way the computing farm leverages the commodity processor. For the first time, the opportunity exists for HEP to effectively employ resources worldwide for the mainstream, time critical computing that delivers research results. This comes just in time, for with the LHC, despite the explosive growth of computing power, no single institution or state can come close to providing the needed computing resources. The global infrastructure also offers for the first time the opportunity to fully enfranchise physicists at their home institutes in physics analysis: sophisticated tools for distributed analysis and remote collaboration can bring the analysis environment home to the researcher. Again, this capability comes just in time: the LHC research community in its size and global distribution is unprecedented, consisting of more than 2000 physicists from 150 institutes in more than 30 countries, making it impossible to focus the research activity at the LHC site.

In order to realize the opportunities presented by the new networking infrastructure, the entire software infrastructure or ‘middleware’ to transform a heterogeneous distributed collection of computing resources into a coherent ‘global operating system’ must be created. Computer scientists have responded with the emergence of ‘Grid computing’ in CS research, an effort (itself global in scope, but originating in the US) to design and develop the ‘Grid middleware’ required to realize a powerful distributed computing infrastructure. A collaboration with CS by the HEP community ready to put CS to the test in intensive worldwide production environments has taken shape. HEP needs have driven a broadening of the original conception of the Grid beyond distributed processing-intensive tasks to distributed data-intensive computing capable of managing LHC-scale data volumes which will grow to petabyte and exabyte scales over the next dozen years.

The middleware, though, is not enough: the entire computing model by which high energy physics data is processed and analyzed must be re-conceptualized and designed to take full advantage of the Grid. A detailed analysis of a diverse range of scenarios in the MONARC project resolved the outlines of an optimal model based on a global tiered hierarchy ranging from large computing centers down to the small university and individual researcher. Multi-site testbeds in the US, Europe and the Nordic countries have been built to prototype distributed processing operations using first generations of distributed production management software and underlying middleware, and exploring different topologies for the tier hierarchy. This work is being conducted by a large number of collaborating projects including the ‘Trillium’ projects in the US, the European Data Grid, and NorduGrid.

While these existing projects have achieved first successes in distributed production operations and have before them a challenging program of development in scaling up capability towards LHC levels in successive generations of the software and infrastructure, they are primarily addressing only one aspect, and fundamentally the easier aspect, of the distributed LHC computing challenge. While they are addressing managed production operations conducted in a largely automated and carefully controlled manner by a relatively small number of experts, they only touch upon the much more difficult, chaotic, and human aspect of the problem: delivering physics analysis capability to the individual physicist, wherever he or she might be.

The production focus of first generation projects was entirely appropriate as a first stage of development required both to deliver essential near term distributed production capability to the experiments and to build a foundation of software and experience to tackle the harder problem. With this proposal, the LHC experiments begin a second generation effort to attack the challenge of conceptualizing, designing, and developing the analysis capability that will satisfy the physicist at home that they are fully engaged participants in physics analysis with a suite of tools at hand that maximally leverage the computing environment of 2007 and beyond.

Attaining the distributed production capabilities required for the LHC is a challenging but well understood and relatively easily conceptualized task. The tools and infrastructure required are identifiable in the tools available today; the challenges lie in the scale-up and accompanying complexity of the LHC environment and data volume. It is however far more difficult to even conceptualize the LHC physics analysis environment that a remote physicist will expect in 2007. Full enfranchisement in physics analysis will require computing and collaborative engagement with others at analysis group focal points which may be anywhere in the world. The day to day iterative work of developing and conducting analysis will involve processing and data transport with a distribution among the computing tiers that is not well understood. The ‘chaotic’ appearance of such activity to the underlying infrastructure, in contrast to the relatively ordered activity of managed production, is difficult to model and challenging to design for. The interactive analysis and collaborative environment facing a physicist in 2007 must effectively leverage the personal computing and communication environment then available, an environment which is evolving extremely rapidly in the commercial and open software worlds.

This proposal represents a worldwide collaboration of the major participants in the development of LHC software, computing infrastructure and distributed middleware to address the greatest challenge presently identified for distributed computing in the research community. It brings together the experience of the foundation Grid projects in the US, their close collaborators in the US contingents of ATLAS and CMS, and other ‘Trillium’ project collaborators; the European Data Grid and allied projects which are building upon the foundation software a rich suite of middleware directed at LHC needs; and the LHC Computing Grid project, recently constituted to bring all the threads together to build the computing infrastructure and software required by the LHC.

