 4.  WBS 2.3.2 Distributed IT Infrastructure (Rob Gardner, Indiana University)

Computing for U.S. ATLAS will rely on a distributed information technology infrastructure, which includes distributed computing resources and data stores interconnected by high-speed networks.   Grid middleware systems will be deployed to utilize these resources efficiently.  The Distributed IT Infrastructure subproject, WBS 2.3.2, is organized to meet these requirements for US ATLAS.  R. Gardner is the project manager for WBS 2.3.2, and reports to R. Baker/B. Gibbard, the Facility Project Managers.  The distributed IT project planning page is:

http://www.usatlas.bnl.gov/computing/mgmt/dit/
From this page are links to WBS 2.3.2 with projections into the Grid Project Planning numbering scheme developed for US ATLAS using XProject.  

WBS 2.3.2.1, 2.3.2.2  ATLAS Requirements and Grid Architecture

Efforts continued to collect ATLAS grid requirements and to define interfaces.  A new series of workshops have been started to facilitate discussions between core software architects and grid software developers:

· ATLAS Core - Grid planning meeting, Argonne, February 12-13, 2002

http://www.hep.anl.gov/gfg/workshop/
The meeting focused on the description of datasets in the grid context (an extension to the ATLAS Database Architecture Document) and file specifications for Athena.   Use cases were defined, and scenarios leading to virtual data mechanisms were discussed.  Several smaller meetings between ATLAS core database developers and grid architects (from Globus) followed.  The second such meeting was planned for May at Brookhaven Lab.   

In addition to these software meetings, an iVDGL workshop related to computing facilities definition and requirements was held at Brookhaven Lab:

· iVDGL-LHC Facilities Workshop

http://www.acf.bnl.gov/UserInfo/Events/iVDGL-Workshop.shtml
WBS 2.3.2.3  Integration of Grid Software

WBS 2.3.2.3.4  Grid Monitoring

This effort is being led by Dantong Yu of Brookhaven National Laboratory.  Initial steps in organizing a monitoring effort were taken during this period. U.S. ATLAS  participates in the joint PPDG/GriPhyN effort for Grid monitoring. Use cases and requirements for a cross-experiment testbed were developed and collected.   Work now focuses on developing facilities monitors and MDS information providers.

WBS 2.3.2.4  Testbeds

The U.S. ATLAS Grid Testbed is a collaboration of ATLAS U.S. institutions that have agreed to provide hardware, software, installation support and management of collection of Linux based servers interconnected by the various U.S. production networks. The motivation was to provide a realistic model of a Grid distributed system suitable for evaluation, design, development and testing of both Grid software and ATLAS applications to run in a Grid distributed environment. The participants include designers and developers from the ATLAS core computing groups and collaborators on the PPDG and GriPhyN projects. The members are the U.S. ATLAS Tier 1 computing facility at Brookhaven Laboratory, Boston University and Indiana University (the two prototype Tier 2 centers), Argonne National Laboratory HEP division, LBNL (PDSF at NERSC), the University of Michigan, Oklahoma University and the University of Texas at Arlington. 

During the FY 02-Q2 the seven participating sites completed the upgrade of installed grid software with installations of:

· Globus 2.0Beta

· Condor 6.3.1

· GDMP 2.0 

· Magda

· Pacman

Work also continues on the definition of site resources and publication to a grid wide information service, MDS.  This will eventually include a hierarchical configuration of GRIS (Grid Resource Information Service) information providers reporting to a central server at Brookhaven Lab.  UT Arlington and Brookhaven lead this effort.  In addition, conformance with other Grid projects, such as the EU Data Grid, iVDGL, PPDG, etc, is being assured through participation in the GLUE schema working group.

Work continued at Indiana University on the GRAPPA job submission portal for the US ATLAS Testbed.  A demonstration of this software was made at the ATLAS Software Week in March.  The demonstration showed the first instance of Athena grid-wide job submission on the US Testbed.  Jobs producing Monte Carlo simulation events from the PYTHIA event generator followed by the ATLAS fast simulation program (ATLFAST) were submitted to several sites on the testbed using a web-based job submission interface.  Globus tools such as GSI for user credentials, GRAM for job submission, Condor and fork job managers were invoked on the prototype Tier 2 centers at Indiana University and Boston University, the Tier 1 grid test node at Brookhaven Lab, and an AFS-enabled grid node at Oklahoma University.  Resources (sites, job queues) could be selected from a portal “notebook”.  Simple job monitoring was accomplished by queries to the site gatekeepers, which check and reported the GRAM status.  Physics results were written out in the form of ntuples, and were fetched automatically back to the user’s work area.   Web reporting of histogram output was automatically generated by invoking PAW kumac files from a Java servlet.
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Figure 0‑1  Sites participating in US ATLAS Testbed demonstration
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Figure 0‑2  GRAPPA portal for Athena job submission.  The portal is based on Science portal technology employing a flat file database, “notebooks”, which record information about job sessions (JobOptions, stdout, stderr output, output data products.
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Figure 0‑3  GRAPPA portal pages showing input and output staging directories, and support for remote editing of Athena JobOptions files.
A new effort at UT Arlington, begun at the end of Q2, aims to solve some of the packaging problems of ATLAS software released from CERN, making pieces of it portable for grid computing jobs.  This will be described more fully in the next Quarterly Report.

WBS 2.3.2.5  Wide Area Network Integration

The networking developments continue with Shawn McKee serving as US ATLAS networking project manager.  During this period network upgrades between Indianapolis, which sites the IU prototype Tier 2 center, and the Bloomington campus were made with installation of an optical fiber network providing Gigabit access from IU Bloomington to the Indianapolis GigaPoP connector to Abilene (which is OC48 = 0.5 Gbps).

WBS 2.3.2.7, 2.3.2.8  Prototype Tier 2 Centers

Development of both prototype Tier 2 centers continued.  Purchases for new hardware have been delayed in response to schedule slippage of ATLAS Data Challenges.  Planning for the Indiana University Tier 2 center, and the current configuration is show below.  Note that all components have so far been supplied by Indiana University, with iVDGL funds expected to provide upgrades as increased capacity demands.
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Figure 0‑1   The Indiana University Tier 2 Center: fully grid enabled 16-node Linux cluster, gateway node, 3-component AFS cell: /afs/ivdgl.org and  MAGDA registered I/O staging disks for Testbed grid jobs.  Blue resources are dedicated ATLAS facilities, yellow are planned iVDGL upgrades.  Shared archival storage with HPSS is available to support ATLAS Data Challenges.
New monitoring software was installed on the IU Tier 2 cluster, Ganglia, that provides web-based snapshots of cluster performance including load averages and memory usage. Historical data is kept in a MySQL database tool called RRDTool, a commonly used networking monitoring tool.

[image: image5.png]3¢ Ganglia Monitor - Netscape.

Ganglia Control Panel (v1.0.4)

Cluster Status: ©@

g igangiia sourceforge.net

: [loadone 3

41l nodes are reporting
on the ganglia cluster
mulicast channel

Sort Order: [value descending ]

Last update: Wed 01:58:44 pm

Cluster Hosts and Processors Tast day
a

Cluster Overview

o
T80 [BE)

B Total Munber of Hosts M Total Number of Processors

[EL)

Cluster cPU

Tast day

o R
1800 o0i00
W user cPu B Wice cPu M Systen P O

o500
11e cpu

17 Hosts Up Now with 33 Processors

Cluster Load Tast day

Processes

o
500 w000

B 1-inute Load W Running Processes

1-Minute Load of 0.03 with 0 Processes

User: 0.6 Nice: 0.0 System: 0.3 Idle: 99.1

Cluster Henory last day

i
12100
B emory cached

18100 0:00
W rewory used W renory shared
B enory Buffered W Memory Free

05100

Used: 0.51 Shared: 0.00 Cached: 162 Buffered: 0.0 Free: 114 (GB)





[image: image6.png]Ganglia Host atlas10.uits.iupui.edu Detail - Netscape.

g igangiia sourceforge.net

atlas10.uits.iupui.edu
(192.168.32.110)

[Host Status: €@
Last Reported June 5,
2002, 1:43 pm

>> Return to Cluster Overview Page <

Metric
Doottime.
cpu_aidle
cpu_idle
cpu_nice
cpu_num
cpu_speed
cpu_system
cpu_user
gexec
load_fifteen
Toad_five
Toad_one
machine_type
mem_buffers
mem_cached
mem_free
mem_shared
mem_total
o5_name
os_release
proc_rum
proc_total
swap_free
swap_total
sys_clock

Value
April 19,2002, 514 pm
931

100.0

00

2

398

00

00

oN

0.06

0.00

0.00

86

19712

55396

148540

0

254648

Linux
24.9-31smp

0

57

65740

72252

May 1,002, 452 pru

Units Type
vint32
% float
% floar
% float
vint16
vint32
float
float
string
float
float
float
string
vint32
vint32
vint32
vint32
vint32
string
string
vint32
vint32
vint32
vint32
vint32

Source atlas10.uits.iupui.edu Load Tast hour

gmond
gmond
gmond
gmond
gmond

Processes

§ T imeo im0
e B 1-inute Load W Running Processes

gmond
gmond
gmond
gmond
gmond
gmond

gmond BT R E T
gmond

atlas10.uits. iupui .edu

PV Tast hour

[BE]

W user cPu B Wice cPu M Systen Py [J 1dle cPU

gmond atlas10.uits.iupui .edu Hemory Tast hour

gmond
gmond
gmond
gmond

ond
e T2 r2so 1300

gmond W enory Used W Henory shared B Menory cached

emond W remory Free

13110

13120

B enory euffered

13130

gmond atlas10.uits.iupui.edu Processes Tast hour

gmond
gmond

Processes

50
tas mon 4310

B Total munber of Processes

13120

13130





Figure 0‑2   Monitoring views of the Indiana University Tier 2 Center. Top: cluster level indicators; bottom: statistics for a single node.
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