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1. 
Executive Summary

This report contains the results of the third Review of the U.S. ATLAS Plans for ATLAS Computing by the Physics and Computing Advisory Panel (PCAP). The review addressed only a small subset of the usual topics and was limited to half a day. A complete review is foreseen for October 2001.

The committee acknowledges that most of the recommendations have been followed with two major exceptions: 

· the decision on ATHENA is still pending

· there is very little progress in the development of the facilities.

The latter is entirely due to the reduced funding obtained from DOE. Given the recently announced delay in LHC start-up, this is not a major problem yet, but we encourage the project management to pursue its efforts to convince the funding agency to help.

Given the circumstances, the choice to give priority to ATHENA and the Database Project was the right one. 

Overall, we believe that the project is doing well given the boundary conditions. 

We would like to thank the project leaders and the BNL management for the good organization of the review and for their hospitality.

2. Introduction

The U.S. ATLAS Project Management set up the “U.S. ATLAS Physics and Computing Advisory Panel” (PCAP) in December 1999. The Panel advises the U.S. ATLAS project managers on the U.S. part of the project, on common projects with other LHC experiments and on the relation with International ATLAS. The main areas addressed by the Panel are:

· project management

· physics

· software

· facilities

The Panel reports to the U.S. ATLAS Project Manager.

The committee members are:

Wolfgang von Rüden, CERN (Chair)
John Harvey, CERN (attended via VRVS)
Barbara Jacak, SUNY Stony Brook
Vivian O'Dell, Fermilab (unavailable for third review)
Charles Young, SLAC

The review schedule has been updated as we progress and is now:

January 10&11, 2000
First review meeting at BNL
January 25, 2000
Report on first review

October 26-28, 2000
Second review meeting in Boston
November 7, 2000
Report on second review

May 21, 2001
Third review
May 29, 2001
Report on third review

October, 2001
Fourth review (date to be confirmed)

During its first meeting in January 2000 the committee discussed the general approach to the reviews with the U.S. ATLAS management and looked at the initial draft documents. For the first review only two days were allocated. 

The second review took place at Boston University in the School of Management. Again, only 2.5 days were allocated, which turned out to be too short. More time should be foreseen for the next review. 

The third review was held at BNL. It was a short review concentrating on the most pressing items, which were the funding shortfalls and the work related to the various GRID activities.

3. General Remarks

The third review was defined to be an intermediate short review to help with the preparation of the discussions with DOE on May 31, bearing in mind that the review foreseen for fall 2001 will be a full review in preparation of the discussion on the base program.

As the review was very short, only the most important items were addressed, naturally not to a great level of detail.

Apart from the regrettable delay in taking a decision on ATHENA, which is still pending, most recommendations were followed and implemented, budget allowing. The reduced level of funding is indeed a major concern and might turn into a severe problem, if not corrected for the coming Financial Year.

The committee congratulates U.S. ATLAS for the continued effort and progress, but regrets the lack of decision making on ATHENA. The reduced funding is a major concern.

4. Software Development

4.1 Frameworks

At the time of the last review U.S. ATLAS was eagerly awaiting the deliberations of the ATLAS Review Committee (ARC) that was charged with assessing the strategy for the ATLAS event processing architecture and software framework (ATHENA). We were somewhat dismayed to find that the final report is still not published and even that the expected outcome is still uncertain, at least to some of those people responsible for developing the framework.

The very long delay in the outcome of this review and the lack of an official endorsement for ATHENA by the collaboration may have important adverse consequences. For example, we understand that the simulation group has already decided to develop its own framework for the simulation program. We believe that the extra development and maintenance load, as well as the difficulty of integrating and ensuring consistency of common components (such as geometry) are serious drawbacks to this approach. In our opinion this turn of events is potentially very harmful, in that it undermines all the potential good of having a single framework for event processing applications. We therefore urge that this decision by the simulation team should be carefully re-considered.

The ATLAS Review Committee should be strongly encouraged to conclude its review of the ATHENA architecture and framework so that the collaboration can come to a speedy decision on whether to endorse ATHENA as the ATLAS event processing framework.


The development of alternative frameworks, such as that proposed for simulation should be very carefully re-considered in view of the serious potential drawbacks of fragmenting and polarizing the software effort.

4.2 Databases

Manpower in the database area was identified as a major concern at the last review. U.S. ATLAS has undertaken an aggressive recruitment. The committee is very pleased to find that database personnel at ANL have increased from 0.5 FTE to 3.5 FTE.

The choice to postpone the decision on the database product by one year to June 2002 allows for a more in-depth evaluation. U.S. ATLAS has started to investigate alternative options for data management solutions for the conditions database (MySQL) and for the event store (ROOT). This will provide valuable input when the time comes to make the final technology choice (expected mid 2002). In order to ease this eventual decision process we believe it would be helpful if assessment criteria for evaluating the different approaches are established and agreed well beforehand. We also believe it is very important that there is very close contact and good cooperation between the developers working on the database approach and those working on these new projects.

We agree that the decision on the database product is not a critical path item, and should have no effect on the overall schedule, provided it is not postponed any further.

4.3 BNL Software Support Team

The software support team at BNL was identified at the last review as low on manpower. U.S. Atlas have concentrated their effort in first ramping up the more critical database and framework teams, and hence have not yet addressed this shortage. The committee agrees with this prioritization. 

There is a build-server at BNL. The nightly builds provide crucial early feedback on low-level software problems detectable during compilation and/or linking. There is also an on-demand build service for people to perform ad-hoc tests. This service may be extended to run-time regression tests in the future. U.S. ATLAS is ready to turn this into an experiment-wide service, perhaps hosted at CERN. The committee believes that these QA/QC activities are very worthwhile.

BNL is the Tier-1 site for U.S. Atlas and the BNL software support team is a critical component. It enables the effective participation and contribution of other U.S. collaborators. It is now time to build up this team to the proper manpower level.

The committee recommends that the open slots in the software support team at BNL be filled as soon as possible. The committee further recommends continuing and enhancing automated quality control procedures.

5. Facilities

The U.S. ATLAS computing facility status was described by Bruce Gibbard, and facility-related work on Grid by Rich Baker. The committee was concerned to hear that the facility development has been essentially “on hold” for the past year due to funding limitations. This is entirely understandable and justified, and should not seriously impact readiness for data taking and analysis because of the concurrent delay in the LHC schedule. The committee supports this priority judgement by U.S. ATLAS computing management. The current hardware installation adequately supports simulation usage at this time. However, facility usage will surely increase in the near future and require additional hardware and manpower to install and manage hardware as well as provide needed user support. Ramping up for MDC2 in FY2003 is crucial.

We note that understaffing the facility will impact the ability to make informed technology choices for facility hardware, and in fact already prevents desirable hardware evaluations. The current staffing level does not even allow effort to be devoted to profit from developments elsewhere, such as new disk installations at CERN. Furthermore, real progress on Grid test-bed development requires increased staff at the U.S. ATLAS facility.

The committee recommends that the facility be taken off “hold” in the next year, and the hardware installation and staffing be increased. Should funding tradeoffs continue to be necessary, we recommend at least some facility growth to support user needs and allow MDC2 to make needed complexity tests.

Given the very limited human resources, the Brookhaven team is encouraged to look at solutions in other labs, in particular in the domain of disk servers, in order to save development efforts. More cost effective solutions would allow increasing the disk storage at least partially despite the shortfall in funding. We would like to remind the funding agencies that the present level of staffing is insufficient to start intensive investigations.

We encourage the BNL facilities team to follow solutions developed in the community rather than starting independent investigations.

6. Funding

The reduced funding has had the consequence that the facilities development was practically stopped and that 500k$ had to be “borrowed” from construction budget to keep the software effort going. This choice was very wise and has limited the long-term impact. Fortunately, the recently announced delay in the start-up of LHC decreases the impact on the overall schedule.

The committee commends the project managers on the decision to give a clear priority to the ATHENA development and the database activity to the detriment of the facilities development.

While the situation is disappointing to the facilities development team, it can be corrected by proper funding for FY ’02 and beyond. The project leaders will have to continue their efforts with the funding agencies to find a solution. At the same time, the collaboration management should be made aware of the situation and plan for common corrective actions, should the funding not be obtained.

The committee is worried about the reduced level of funding. If the present situation is not corrected in FY ’02, this part of the project will undoubtedly suffer.

7. Summary of Recommendations

Rec 3-1 The committee congratulates U.S. ATLAS for the continued effort and progress, but regrets the lack of decision making on ATHENA. The reduced funding is a major concern. 

Rec 3-2 The ATLAS Review Committee should be strongly encouraged to conclude its review of the ATHENA architecture and framework so that the collaboration can come to a speedy decision on whether to endorse ATHENA as the ATLAS event processing framework.


The development of alternative frameworks, such as that proposed for simulation should be very carefully re-considered in view of the serious potential drawbacks of fragmenting and polarizing the software effort.
Rec 3-3 We agree that the decision on the database product is not a critical path item, and should have no effect on the overall schedule, provided it is not postponed any further.
Rec 3-4 The committee recommends that the open slots in the software support team at BNL be filled as soon as possible. The committee further recommends continuing and enhancing automated quality control procedures.
Rec 3-5 The committee recommends that the facility be taken off “hold” in the next year, and the hardware installation and staffing be increased. Should funding tradeoffs continue to be necessary, we recommend at least some facility growth to support user needs and allow MDC2 to make needed complexity tests.
Rec 3-6 We encourage the BNL facilities team to follow solutions developed in the community rather than starting independent investigations.
Rec 3-7 The committee commends the project managers on the decision to give a clear priority to the ATHENA development and the database activity to the detriment of the facilities development.
Rec 3-8 The committee is worried about the reduced level of funding. If the present situation is not corrected in FY ’02, this part of the project will undoubtedly suffer.
8. Conclusions

The committee was very pleased with the efforts made by U.S. ATLAS since the last review. The progress on ATHENA and the Database Project are remarkable, although the review and decision making process by International ATLAS is dragging on.

The other real concern is the reduced funding which caused the stagnation of the facilities development. We hope very much that the funding agencies will be able to correct this problem for FY ’02.

We would like to thank the organizers and the participants for the good meeting and the warm welcome.

9. Appendix: Schedule of the May 2001 Review Meeting

Venue: Brookhaven National Laboratory

Monday, May 21


14:00
John Huth
Project Overview


15:30
Torre Wenaus
Software Project


16:15
Bruce Gibbard
Facilities Overview


16:45
Rich Baker
Grid Activities


17:00
PCAP
Closed session


20:00
PCAP
Working Dinner for Committee Members present At BNL
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