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1.  Project Objective

The U.S. ATLAS Project consists of the activities to design, supply, install and commission the U.S. portion of the ATLAS detector.  The detector will become part of the Large Hadron Collider (LHC) at CERN, the European Laboratory for Particle Physics.  The ATLAS detector is being designed to understand the dynamics of electroweak symmetry breaking.  The U.S. ATLAS collaboration is funded jointly by the U.S. Department of Energy and the National Science Foundation.

The fundamental unanswered problem of elementary particle physics relates to the understanding of the mechanism that generates the masses of the W and Z gauge bosons and of quarks and leptons.  To attack this problem, one requires an experiment that can produce a large rate of particle collisions of very high energy.  The LHC will collide protons against protons every 25 ns with a center-of-mass energy of 14 TeV and a design luminosity of 1034 cm-2 s-1.  It will probably require a few years after turn-on to reach the full design luminosity.

The detector will have to be capable of reconstructing the interesting final states.  It must be designed to fully utilize the high luminosity so that detailed studies of rare phenomena can be carried out.  While the primary goal of the experiment is to determine the mechanism of electroweak symmetry breaking via the detection of Higgs bosons, supersymmetric particles or structure in the WW scattering amplitude, the new energy regime will also offer the opportunity to probe for quark substructure or discover new exotic particles.  The detector must be sufficiently versatile to detect and identify the final state products of these processes.  In particular, it must be capable of reconstructing the momenta and directions of quarks (hadronic jets, tagged by their flavors where possible), electrons, muons, taus, and photons, and be sensitive to energy carried off by weakly interacting particles such as neutrinos that cannot be directly detected.  The ATLAS detector will have all of these capabilities.

The ATLAS detector is expected to operate for twenty or more years at the CERN LHC, observing collisions of protons, and recording more than 107 events per year.  The critical objectives to achieve these goals are:

· Excellent photon and electron identification capability, as well as energy and directional resolution. 

· Efficient charged particle track reconstruction and good momentum resolution.

· Excellent muon identification capability and momentum resolution.

· Well-understood trigger system to go from 1 GHz raw interaction rate to ~100 Hz readout rate without loss of interesting signals.

· Hermetic calorimetry coverage to allow accurate measurement of direction and magnitude of energy flow, and excellent reconstruction of missing transverse momentum.

· Efficient tagging of b-decays and b-jets.

2.  Project Manager’s Summary

During this quarter, major issues were associated with the data challenges 0 and 1.  These drove the schedule for some of the effort during this period.  Although all U.S. ATLAS deliverables were met on time, there was discussion about delaying the High Level Trigger TDR by approximately six months.  In part, this was motivated by the need for consolidating infrastructure within International ATLAS.

In international ATLAS, the issue of the alternative framework, FADS/GOOFY seems to have been solved, with the goal of the integration of simulation into the ATHENA framework largely accepted.  Infrastructure support, however, remains a major issue, with at least 5 FTE slots going unfilled within international ATLAS, placing burdens on the architecture team, which has a large contingent of U.S. ATLAS supported personnel.

The U.S. ATLAS Physics and Computing Program received what was termed “the moral equivalent of baselining” in the November 2001 review.  Soon after this review, new funding guidance was received from the DOE, which included both M+O and computing, in a format, such that the sum of the two was inadequate to meet the funding profile used in the November review and projected M+O needs.  The actual split between M+O and computing funds has not been established at this time.  Part of this guidance involved a reduction of FY 02 funds by $250k, which necessitated further cutbacks.

Chris Day at LBNL was dropped from the program, and another person specializing in scripting for Athena was hired as a way of reducing expenditures.  Ed Frank from the University of Chicago chose to leave the field of high energy physics.  Given that funding is so scarce, the decision was made to not refill this position.  Further hardware purchases for the regional center were delayed into FY 03, although the existing hardware funds from the end of FY 01 were used to establish a scalable disk storage system at the Tier 1 center at Brookhaven.

Draft Institutional Memoranda of Understanding were developed for Brookhaven National Laboratories between the Physics and Computing Program and BNL.  These cover both the Regional Center and, in a separate Institutional MOU to cover BNL software activities.  These are to serve as a template for other Institutional MOU’s.

 Physics generator interfaces for the data challenges were completed for DC0, along with a number of other new features implemented. 

 In Software, substantial progress was made in the forging of a baseline of a ROOT/RDBMS (ROOT + Relational database) hybrid solution for the persistency mechanism of data management for ATLAS.  David Malon was asked to convene a special working group to establish recommendations for a common persistency solution for all LHC experiments, as part of the LHC Computing Grid Project, which was “launched” in March.

In facilities, modest hardware upgrades were performed.  A major milestone of a demonstration of the online storage prototype was partly accomplished.  In the U.S. ATLAS grid testbed, a substantial amount of progress had been made in the installation of common grid software on all nodes on the grid.  A demonstration of a common job submission infrastructure was made at the ATLAS software week in March.  Progress was made in identifying the goal of a number of demonstrations for the Supercomputing 2002 Conference.

3.  WBS 2.1 Physics Manager’s Report (Ian Hinchliffe, LBNL)

Physics event production for Data Challenge-0 (DC0) was completed on March 8 using Pythia Herwig and Isajet. Planning for DC1 began immediately. As part of this support for Pythia, Herwig and Isajet was migrated to versions 6.203, 6.4 and 7.58 respectively (atlas release 3.2.0). Production in the early phase of DC1 will utilize Pythia only. This production is focused on the data needed for the High Level Trigger TDR. Testing began in early April and the full production of a jet sample will begin at the end of June. Interactions with the standard model physics groups resulted in testing and fixing of the production parameters including those for the minimum bias events that will be used to simulate pile-up. Parameters were modified so as to reproduce CDF data. Sets of parameters were constructed to satisfy the samples request by the HLT group. These parameters are maintained on a web page which also acts as a link to the documentation (http:://www-theory.lbl.gov/~ianh/dc/). A Filtering package was initiated to enable events to be filtered before they are passed to full simulation. This improves the efficiency of the simulation chain by removing events that cannot pass subsequent selections. Filtering based on the presence of leptons was used in DC0. For DC1 a more sophisticated algorithm which passes events based on their viability as electron candidates in the trigger is used. A set of monitoring histograms have been provided for use as a tool to ensure the consistency of the data  generated and the multiple sites involved in DC1

Migration to a new Particle properties service based on the CLHEP product HepPDT has begun. After testing and validation, the old service will be phased out and the new one made part of the Gaudi code base.

Work to integrate special purpose Monte Carlo event generators has begun. These are needed for the simulation of processes which are produced either inefficiently or with very large uncertainties by the general purpose Generators. Following the agreement among Monte-Carlo authors on a common interface ("Les Houches accord") a standard integration can be attempted. The accord has been implemented by the Pythia in version 6.2xx and Comphep. These have been integrated into the atlas code base. Users can now make events with Comphep, hadronize them with pythia and pass them through the atlas simulation. Other packages such as MadCUP will be integrated as soon as they satisfy the accord. Herwig 6.5 is expected to comply when it appears in the fall of 2002.

4.  WBS 2.2 Software Manager’s Report (Torre Wenaus, BNL) 
As described in detail in the sections below, software project efforts in the quarter have largely focused on executing Data Challenge 0 and preparing for Data Challenge 1. Data Challenge 0 seeks to demonstrate a complete ATLAS data processing chain from physics generators through simulation, reconstruction and analysis. It was scheduled for completion at the end of February but remained in progress at the end of the period. The simulation part of DC0, for which the US was responsible, was completed. All the US deliverables for DC0 associated with databases and data management were met on time, as were most of those associated with the framework, and the period saw a substantial effort in database, framework, simulation production and distributed computing preparations for DC1, scheduled to commence in April.
WBS 2.2.1.1, 2.2.1.2, 2.2.1.4 Framework, Architecture and Event Model 

Most of the focus of software development has again been towards Data Challenges 0 and 1. Data Challenge 0 was scheduled to begin prior to this reporting period, but delays in achieving the required functionality and stability of the software meant that ATLAS release 3.0.0, which was intended to be used for this data challenge, was not built until Feb 24th 2002. Unfortunately problems with that release have meant that special bug fix releases (3.0.1 and 3.0.2) have been required in addition to the normal development releases targeted towards Data Challenge 1.

Although US ATLAS does not have primary responsibility for the software for the Data Challenges, these delays have considerably impacted our own delivery schedule.

Significant developments in architecture and framework during this reporting period are:

· It had originally been hoped that the ATLAS and LHCb code bases for GAUDI could be resynchronized following the availability of Gaudi v9. This process has proven to be more complex than originally expected and has been deferred until Gaudi v10. Consequently the existing ATLAS code base has been used for two interim releases (0.8.5 and 0.8.6) in support of ATLAS software releases. These Gaudi releases contain minor bug fixes only relative to earlier ones.

· In parallel with these bug fix releases, a major migration was made to a new Application programmer Interface (API) for the transient stores and conversion services. This had been agreed upon in an earlier workshop at BNL and incorporated into Gaudi v9. The ATLAS version of this (0.9.0), incorporating Python scripting enhancements was being tested at the end of the reporting period.

· Shortfalls in funding resulted in Chris Day leaving the project. He was partially replaced by postdoc Wim Lavrijsen starting in mid January. This gap in support has meant that the USDP support has been considerably reduced, and delayed expected enhancements in the Python scripting (e.g. access to Python Algorithms) by several months.

· The Athena User and Developer Guides were updated but had not been published by the end of the reporting period. It was decided to base them upon the merged code base (0.10.1).

· Improvements were made to the support for installing ATLAS software at remote sites.

· Prototypes of package level test policies were developed and handed over to the QA/QC group for productizing.

· The Geant4-Athena integration prototype has been adopted by the ATLAS computing management.

WBS 2.2.1.3 Databases and Data Management 

A principal focus of U.S. database activities during this reporting quarter has been the definition and initiation of a strategy for an orderly ATLAS transition from an object database as its baseline technology to a hybrid solution based upon a file-based streaming layer and relational database technologies. To this end, the U.S. database effort has been integrally involved in the LHC-wide effort to define a common hybrid persistence strategy, and has further delivered a hybrid event store design document that represents perhaps the most detailed thinking in any of the LHC experiments about both common and experiment-specific components of a hybrid event store.

The U.S. has played a leading role in the LHC experiments' efforts to define a common data management infrastructure, as David Malon was invited to convene the LHC Computing Grid Project's first Requirements Technical Assessment Group (RTAG), charged with establishing consensus among the experiments' architects on the specifications for a common approach to persistence.

While there are nontrivial differences in philosophy and architecture among the four LHC experiments, the RTAG has been successful nonetheless in reaching agreement among the experiments on the essential components of a persistence infrastructure. An interim report was delivered to the LCG in early March. Details of the RTAG work and the draft common infrastructure were presented for discussion at the LHC Computing Grid Launch Workshop in March.  A final report is due in early April.

In parallel with the common project effort, the U.S. ATLAS database team has taken the initiative to articulate in considerable detail a vision of a hybrid event store design that is consonant with the ATLAS database architecture proposed to the collaboration in the fall of 2001.  A document describing this design was circulated to the ATLAS software community in this reporting quarter, and was the subject of several presentations at the March ATLAS Software Week.  The design document and the common project RTAG report will together provide the foundation for an ATLAS database workshop in Orsay in April, in which specific ATLAS directions are expected to be discussed and decided. The document will further provide a basis for potential common approaches with the other LHC experiments when the LCG persistence project is launched in the second quarter of this year.

As a first step in the transition from an object database, the ATLAS database team has made a commitment to support Phase I of ATLAS Data Challenge 1 using, instead of Objectivity/DB, the U.S.-developed AthenaRoot conversion service.  In this quarter, the U.S. has delivered enhancements to the AthenaRoot service necessary to support data challenge activities, and has provided AthenaRoot converter packages in support of event generation.  The U.S. has also collaborated with ATLAS Dictionary Language (ADL) developers in support of the effort to provide automatic generation of AthenaRoot converters from transient class definitions.

The move away from object databases has not meant that support for current persistence solutions is no longer necessary.  This is particularly true because Data Challenge 0, which uses Objectivity/DB as its persistence technology, is not yet complete as this report is being drafted. The U.S. is providing, not only the conversion services and specific converter packages for generator and fast simulation output, but also the production database support for the Data Challenge's event generation and fast simulation chains.  The U.S. ATLAS database group is also concurrently providing equivalent production database support for Phase 0 of Data Challenge 1.

WBS 2.2.1.10 Distributed Data Management and Processing Software  

The principal goal of the distributed data management (Magda) effort for the period was the application of Magda in the ATLAS Data Challenges, supporting it in production, and feeding back experience into ongoing development. A production ready version of Magda was released in early December 2001, conforming to the original ATLAS Data Challenge 0 schedule. DC0 production is complete and all results have been successfully cataloged by Magda and made available to the community via Magda access and replication tools. Although DC0 remains incomplete, ATLAS has in parallel moved forward with an aggressive plan to adhere to the DC1 schedule commencing in April to deploy and exercise distributed production on about 18 sites worldwide. Magda was accepted for use as the means of data replication and cataloging for this exercise. Wensheng Deng, since March 1 a full-time PPDG (BNL) developer focusing on Magda, worked closely with the Data Challenge team to support this usage. First production is scheduled for May.

DC1 ‘phase 0’ as the distributed production exercise is called provides us the opportunity to exercise the replication functions (as distinct from the cataloging functions) of Magda in large scale production for the first time. To this end, and also to satisfy the needs of small scale replication users, the replication mechanisms were made ‘user accessible’ as opposed to ‘experts only’ by improving the information, documentation and task control available to users via the web interface. Step by step procedures accessible to end users were developed, tested and documented. The replication mechanism was also extended to more flexibly support disk to disk transfers (not involving mass stores) between sites.

We also responded to a usage request from the liquid argon calorimeter group at BNL to use Magda for near real time management of bench test data acquired on dedicated DAQ systems and archived on the Tier 1 mass store. This provided us with a new use case we proceeded to implement, involving a dynamically changing input data set (source location content changes continuously as new data files are acquired and registered) to be replicated. Magda was extended to support replication of such dynamic data sets in addition to static ones, and this usage is now under test.

In light of the growing attention to web services, as a learning exercise on SOAP technology we implemented a SOAP testbed and explored its applicability for an implementation of Magda’s “SQL accelerator” by which batch database transactions are transmitted in bulk over the network and executed by a CGI-driven trigger (which would be replaced by SOAP). The technology fits the application well, but given other priorities we are not proceeding with a re-implementation at this time.

In a January PPDG focus meeting on data management we presented the results of a review of GDMP’s appropriateness to use by Magda for publish/subscribe replication. We presented a ‘GDMP wish list’ which has been fully addressed in the forthcoming GDMP Version 3 release. Accordingly we plan to proceed with GDMP integration in Magda using V3, to provide a production-oriented publish/subscribe replication service in Magda.

GDMP integration with Magda is a means by which ATLAS is planning to merge its US and EDG based grid activities. Magda’s application in the ATLAS Data Challenges attracted the interest of the ATLAS EDG team, and an agreement was reached to make an EDG person (a computer scientist working for Laura Perini at Milan) available to work on Magda and EDG/GDMP integration. The work is expected to begin in April.

Magda usage in ATLAS continued to grow, with the cataloged data volume exceeding 10TB at the end of the period. Participants in the activity during the period were Wensheng Deng and Torre Wenaus (BNL). Alex Undrus provided database and infrastructure support and system administration.
WBS 2.2.2 Simulation and Reconstruction Software 

Several improvements in simulation infrastructure were accomplished during the period, directed principally at readiness for the phase one of the first ATLAS Data Challenges. A new ROOT-based I/O as the interface between event generators running within Athena and simulations running in ATLSIM has been developed and tested. Simulation production infrastructure for DC1 based on ATLAS standard releases has been commissioned, supporting processor farm-based production and central archiving of results. This effort is being coordinated with grid data management efforts and includes development of the first production prototype based on the Virtual Data Transformation technique. Infrastructure for DC1 production at BNL was successfully deployed and first test data samples were shipped to CERN.

WBS 2.2.4 Software Support and QA/QC 

A facility that produces nightly builds of ATLAS software based on the versions of packages targeted for the next stable software release was monitored and expanded. On the Linux platform nightly builds with optimized compiler were added. Regular nightly builds were started on new Solaris platform. An additional feature was added: automatic notification of release coordinators by email about a significant number of problems in the nightlies.

Usage of the nightlies for quality control was expanded. Software test suite execution as part of the nightlies was started on Linux with the tests results reflected on the web interface with build summaries. The tests are performed with Athena jobs that check packages functionality and interactions between packages. Other testing approaches and mechanisms were under development, e.g. testing of individual packages and component testing.

Component Testing provides individual tests of package components. In this quarter a new package TestPolicy with scripts and makefile fragments for the component testing of Atlas software in the CMT release tool framework was developed. It is scheduled to be included in the stable ATLAS Software releases starting April 2002.

We proposed that ATLAS support its own installation area at CERN for ROOT, an increasingly important tool in ATLAS software, and volunteered to provide the support at BNL. The proposal was accepted and the version of ROOT for ATLAS is scheduled to be installed in April 2002. The U.S. Atlas Librarian is administrator of the ROOT installation area.

New ATLAS software was promptly installed at the BNL Tier I Center, usually in one to three days after CERN installation. The BNL software support page received timely updates with details and examples of usage of new Atlas Software releases. In cooperation with BNL ITD staff, a new usatlas.org server machine was set up. The purpose of this machine, located outside the BNL firewall, is to facilitate collective efforts of ATLAS collaborators, particularly in development and testing of distributed software (grid) tools. On this machine, the CVS repository with remote access support (pserver) was established. With the help of this repository, collaborators from different institutions can conveniently manage code development for joint projects.

In an important development in building an automated software distribution and support infrastructure among US institutes, the pacman package management and distribution system was deployed with three operational caches (software distribution points) at US sites.

WBS 2.2.5, 2.2.3 Training and Collaborative Tools 

Regular tutorials in core software continued on a regular basis, frequently booked to capacity.

A series of lectures on CMT, the new configuration management tool of ATLAS, were made available using the web-based training service based on the Syncomat tool of the University of Michigan.

Project Management

A draft MOU for BNL participation in the US ATLAS software effort was written.

The US (through the ATLAS Planning Officer role) led a comprehensive review and update of the ATLAS computing schedule during the period. The number of milestones in the ATLAS schedule was increased by 50% (to 600) and many more were updated. Milestones and planning were coordinated around the schedule of the Data Challenges. ATLAS computing went through an internal review during the period and the updated schedule and project planning tool (XProject) were well received. The reviewers noted, however, that even the updated ATLAS schedule lacks detail beyond one year out. This remains true; it is extremely difficult to extract detailed milestones from subproject managers beyond 9-12 months. In an attempt to improve this with a more systematic (and coercive!) reporting mechanism, work was initiated to integrate ATLAS Computing reporting with the ATLAS-standard ‘PPT’ reporting tool, in coordination with ATLAS project management.

US ATLAS began a major LHC-wide role in software management with T. Wenaus commencing his role as Applications Area Manager in the LHC Computing Grid (LCG) Project at the LCG Launch Week in March.

Summary of Major Milestones and Deliverables
WBS 2.2.1.2 

· Migration to new API for transient stores and conversion services (Mar)
· Athena user and developer guides updated (Mar)
· Geant4-Athena integration prototype adopted by ATLAS (Mar)
WBS 2.2.1.3

· Hybrid Event Store design document released (Jan)

· AthenaRoot converters for event generation written (Mar)

WBS 2.2.1.10

· DC0 simulation data published in Magda (Feb)

· Magda replication services enhanced for general use (Mar)

WBS 2.2.4

· Integration of testing into automated builds (Feb)

· Nightly builds on Solaris activated (Feb)

· Test suites incorporated into nightlies for quality control (Mar)

· Support for component testing capability added to code management (Mar)

Forthcoming Milestones and Deliverables

WBS 2.2.1.2

· DC0 (‘full chain test’) release of Athena (Apr)

· Bytestream (DAQ data format) conversion service implemented (May)

· Introduction of history objects in StoreGate (Jun)

· New Python scripting service in Athena (Jun)

WBS 2.2.1.3

· Support for ROOT persistency of the 'RD Event' (Jun)

· ROOT persistency support implemented in the ADL back end (Jul)

WBS 2.2.4

· Deployment of 'DC0 production chain' as test protocol (awaits DC0 completion)

· Incorporation of code checker in automated builds (awaits code checker release from QA team)

5.  WBS 2.3 U.S. ATLAS Facility Manager’s Report (B. Gibbard, R. Baker, BNL)
During the second quarter of FY ’02, facility staffing was maintained at the level of 4.5 FTE on project plus an additional 0.5 FTE for ATLAS Grid support funded via PPDG.  This is the staffing level that was presented in the FY’02 plans during the review conducted in November.  During this quarter, procurements were completed and integration continued for hardware purchased with the $285k supplemental funding received during the fourth quarter of FY’01.  The facility upgrades enabled by this funding are targeted at improving the ATLAS Tier 1 scalability and reducing its dependence on infrastructure components of the BNL RHIC Computing Facility (RCF).  The facility continued to service a modest number of Monte Carlo users and to operate as the Tier 1 node in the US ATLAS Grid test bed.

WBS 2.3.1 Tier 1 Computing Facility at Brookhaven National Laboratory

WBS 2.3.1.1 Hardware

During the second quarter of FY’02, a new Cisco 6513 switch was put into service for the Tier 1 facility.  With the exception of the HPSS and NFS servers, which are connected at 1 Gb/sec, all ATLAS production, interactive and infrastructure system, ~80 machines in all, are connected to this switch at 100 Mb/sec.  This switch is highly expandable; accepting up to 9 additional cards, and should meet facility needs for the next 2 to 3 years.

Also during this quarter, the final procurement utilizing late FY ’02 supplemental funding was executed.  This procurement will raise the NFS served Fibre Channel RAID disk from 300 GBytes, to 1.6 TBytes.  It is expected to be operational early in the third quarter of FY ’02 and so available for ATLAS Data Challenge 1 (DC1) production, currently planned to begin in that time frame.  This disk system is also highly expandable, with its RAID controller pair capable of supporting up to 6.3 TBytes with the simple addition raw disks and disk enclosures.  The level of effort directed to WBS 2.3.2.1.1 during this quarter was constant at 1.6 FTE.

WBS 2.3.1.2 Tier 1 Facility Software

During the quarter, significant maintenance and upgrade work went into the major commercial products used in the facility including HPSS, AFS, Objectivity, LSF and Veritas.  In addition substantial effort has gone into a major upgrade of the cyber security infrastructure of the facility in order to meet standards mandated for BNL by the DOE.  Much of the effort for this is accounted for under WBS 2.3.1.2.  The level of effort for WBS 2.3.1.2 was at the planned 1.2 FTE during the quarter.

WBS 2.3.1.3 Tier 1 Facility Administration and Support

Indications that there will be further slippage in the schedule for the LHC startup combined with decreased funding expectation for the next couple years have prompted a further evaluation of the Tier 1 model and schedule.  Work in this area is ongoing and a revised scenario is expected to be complete by the time of the next DOE review in mid June.

The level of effort for WBS 2.3.1.3 was 1.7 FTE, which includes Tier 1 Facility management and planning, oversight of the full US ATLAS facilities effort and also Tier 1 operation and monitoring support.

Summary of Major Milestones and Deliverables
This quarter saw a partial completion of one milestone (US ATLAS Online Storage System Prototype). This deliverables were originally scheduled for completion in the fourth quarter of FY ’01, but the funding for the required hardware was not available until August 2001.  Completion of the Online Storage System Prototype is expected early in the third quarter of FY ’02.

WBS 2.3.1.1 

· US ATLAS Online Storage System Prototype (partially completed, expected completion April 2002) – AFS System in place, NFS storage installation remains to be completed and system testing done.

Forthcoming Milestones and Deliverables

The next set of Tier 1 Facility deliverables, all scheduled for completion in the fourth quarter of FY ’02, are upgrades to the main facility components (CPU, Disk Storage, Tape Storage).  There is currently no funding for any upgrades during this fiscal year, so any work against these deliverables will be delayed into FY ’03.  The next Tier 1 Facility milestone is to have a 10% Processing Farm Prototype in place for Data Challenge 2 by December 2002.  Timely completion of this milestone requires sufficient funding available either late FY ’02 or early FY ’03.  Early FY ’03 budgetary guidance indicates that funding is likely to be less than required.  Continued slippage in the LHC schedule and potentially ATLAS DC2 schedule may necessitate a review of the appropriateness of the scale and/or schedule of this milestone and others.

6.  WBS 2.3.2 Distributed IT Infrastructure (Rob Gardner, Indiana University)

Computing for U.S. ATLAS will rely on a distributed information technology infrastructure, which includes distributed computing resources and data stores interconnected by high-speed networks.   Grid middleware systems will be deployed to utilize these resources efficiently.  The Distributed IT Infrastructure subproject, WBS 2.3.2, is organized to meet these requirements for US ATLAS.  R. Gardner is the project manager for WBS 2.3.2, and reports to R. Baker/B. Gibbard, the Facility Project Managers.  The distributed IT project planning page is:

http://www.usatlas.bnl.gov/computing/mgmt/dit/
From this page are links to WBS 2.3.2 with projections into the Grid Project Planning numbering scheme developed for US ATLAS using XProject.  

WBS 2.3.2.1, 2.3.2.2  ATLAS Requirements and Grid Architecture

Efforts continued to collect ATLAS grid requirements and to define interfaces.  A new series of workshops have been started to facilitate discussions between core software architects and grid software developers:

· ATLAS Core - Grid planning meeting, Argonne, February 12-13, 2002

http://www.hep.anl.gov/gfg/workshop/
The meeting focused on the description of datasets in the grid context (an extension to the ATLAS Database Architecture Document) and file specifications for Athena.  Use cases were defined, and scenarios leading to virtual data mechanisms were discussed.  Several smaller meetings between ATLAS core database developers and grid architects (from Globus) followed.  The second such meeting was planned for May at Brookhaven National Laboratory.
In addition to these software meetings, an iVDGL workshop related to computing facilities definition and requirements was held at Brookhaven Lab:

· iVDGL-LHC Facilities Workshop

http://www.acf.bnl.gov/UserInfo/Events/iVDGL-Workshop.shtml
WBS 2.3.2.3  Integration of Grid Software

WBS 2.3.2.3.4  Grid Monitoring

This effort is being led by Dantong Yu of Brookhaven National Laboratory.  Initial steps in organizing a monitoring effort were taken during this period. US ATLAS participates in the joint PPDG/GriPhyN effort for Grid monitoring. Use cases and requirements for a cross-experiment testbed were developed and collected.  Work now focuses on developing facilities monitors and MDS information providers.

WBS 2.3.2.4  Testbeds

The U.S. ATLAS Grid Testbed is a collaboration of ATLAS U.S. institutions that have agreed to provide hardware, software, installation support and management of collection of Linux based servers interconnected by the various U.S. production networks. The motivation was to provide a realistic model of a Grid distributed system suitable for evaluation, design, development and testing of both Grid software and ATLAS applications to run in a Grid distributed environment. The participants include designers and developers from the ATLAS core computing groups and collaborators on the PPDG and GriPhyN projects. The members are the U.S. ATLAS Tier 1 computing facility at Brookhaven Laboratory, Boston University and Indiana University (the two prototype Tier 2 centers), Argonne National Laboratory HEP division, LBNL (PDSF at NERSC), the University of Michigan, Oklahoma University and the University of Texas at Arlington. 

During the FY 02-Q2 the seven participating sites completed the upgrade of installed grid software with installations of:

· Globus 2.0Beta

· Condor 6.3.1

· GDMP 2.0 

· Magda

· Pacman

Work also continues on the definition of site resources and publication to a grid wide information service, MDS.  This will eventually include a hierarchical configuration of GRIS (Grid Resource Information Service) information providers reporting to a central server at Brookhaven Lab.  UT Arlington and Brookhaven lead this effort.  In addition, conformance with other Grid projects, such as the EU Data Grid, iVDGL, PPDG, etc, is being assured through participation in the GLUE schema working group.

Work continued at Indiana University on the GRAPPA job submission portal for the US ATLAS Testbed.  A demonstration of this software was made at the ATLAS Software Week in March.  The demonstration showed the first instance of Athena grid-wide job submission on the US Testbed.  Jobs producing Monte Carlo simulation events from the PYTHIA event generator followed by the ATLAS fast simulation program (ATLFAST) were submitted to several sites on the testbed using a web-based job submission interface.  Globus tools such as GSI for user credentials, GRAM for job submission, Condor and fork job managers were invoked on the prototype Tier 2 centers at Indiana University and Boston University, the Tier 1 grid test node at Brookhaven Lab, and an AFS-enabled grid node at Oklahoma University.  Resources (sites, job queues) could be selected from a portal “notebook”.  Simple job monitoring was accomplished by queries to the site gatekeepers, which check and reported the GRAM status.  Physics results were written out in the form of ntuples, and were fetched automatically back to the user’s work area.  Web reporting of histogram output was automatically generated by invoking PAW kumac files from a Java servlet.
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Figure 0‑1  Sites participating in US ATLAS Testbed demonstration
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Figure 0‑2  GRAPPA portal for Athena job submission.  The portal is based on Science portal technology employing a flat file database, “notebooks”, which record information about job sessions (JobOptions, stdout, stderr output, output data products.
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Figure 0‑3  GRAPPA portal pages showing input and output staging directories, and support for remote editing of Athena JobOptions files.
A new effort at UT Arlington, begun at the end of Q2, aims to solve some of the packaging problems of ATLAS software released from CERN, making pieces of it portable for grid computing jobs.  This will be described more fully in the next Quarterly Report.

WBS 2.3.2.5  Wide Area Network Integration

The networking developments continue with Shawn McKee serving as US ATLAS networking project manager.  During this period network upgrades between Indianapolis, which sites the IU prototype Tier 2 center, and the Bloomington campus were made with installation of an optical fiber network providing Gigabit access from IU Bloomington to the Indianapolis GigaPoP connector to Abilene (which is OC48 = 0.5 Gbps).

WBS 2.3.2.7, 2.3.2.8  Prototype Tier 2 Centers

Development of both prototype Tier 2 centers continued.  Purchases for new hardware have been delayed in response to schedule slippage of ATLAS Data Challenges.  Planning for the Indiana University Tier 2 center, and the current configuration is show below.  Note that all components have so far been supplied by Indiana University, with iVDGL funds expected to provide upgrades as increased capacity demands.
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Figure 0‑1   The Indiana University Tier 2 Center: fully grid enabled 16-node Linux cluster, gateway node, 3-component AFS cell: /afs/ivdgl.org and  MAGDA registered I/O staging disks for Testbed grid jobs.  Blue resources are dedicated ATLAS facilities, yellow are planned iVDGL upgrades.  Shared archival storage with HPSS is available to support ATLAS Data Challenges.
New monitoring software was installed on the IU Tier 2 cluster, Ganglia, that provides web-based snapshots of cluster performance including load averages and memory usage. Historical data is kept in a MySQL database tool called RRDTool, a commonly used networking monitoring tool.
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Figure 0‑2   Monitoring views of the Indiana University Tier 2 Center. Top: cluster level indicators; bottom: statistics for a single node.
7.  Financial Report (Robert Ernst, BNL)

The total of funding for the US ATLAS Computing Project is expected to reach $7,221,000 dollars during Fiscal Year 2002.  The Project is supported by two funding agencies.

DOE program funding includes allocations from Fiscal Year 2000 through 2002, in the amount of $5,111,000.  An additional $950,000 of funding was issued to collaborators during the second quarter of Fiscal Year 2002.  There is currently $50,000 of undistributed budget.

NSF funding is based on:

· Contracts issued under an existing NSF Grant for LHC Computing ($1,920,000) with Columbia University.  The overall US ATLAS Computing Project’s share of the grant is $1,290,000.  No additional funding was issued during the second quarter of Fiscal Year 2002.  There is a pending request for a supplemental request to the existing NSF Grant with anticipated additional Fiscal Year 2002 funding in the amount of $520,000.

· NSF Grant with University of Chicago ($250,000) to support US ATLAS Computing efforts.

Appendix Table 1:  The details of the reported costs and reported obligations.

Appendix Table 2:  Summary of Agency funding Profile

Appendix Table 3:  Summary of Allocation of Funding to Institutions
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