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1. Executive Associate Project Manager’s Summary (J. Shank, BU)

The computing effort for this quarter was focused on running production for the Computing System Commissioning (CSC) exercises. In the core software development area this meant getting release 12.0.0 out and validated. This release is currently being used at somewhat large scale for the CSC simulation and reconstruction. For Production and Distributed Analysis (PanDA) this quarter was the beginning of the at-scale test of the production facilities. The US PanDA system processed 24% of the simulation in the first few months of CSC production as shown in the chart below.
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At the same time as we were more than holding our own in the overall ATLAS production, the US PanDA system was the only one that tested the ATLAS Distributed Data Management (DDM) system. Most PanDA problems were traced to be, in fact, DDM problems. PanDA was crucial in debugging the DDM system, an on-going process. This led to a new, much more robust version of the ATLAS DDM tools.

PanDA also made a major contribution to the BNL Analysis Jamboree (the week of 5 June) a successful utilization of the BNL Analysis Support Center and the Analysis Support Group by providing a distributed analysis interface to the T1 CPU resources. 

On the facilities side, this quarter saw much work on making the deployment of ATLAS services much easier and more robust. This included a productive workshop on details of the ATLAS infrastructure needed at our Tier2 centers (http://indico.cern.ch/conferenceDisplay.py?confId=a062200) held in Chicago 9-10 May, 2006.

There were many deployment problems related to the ATLAS DDM and our facilities/PanDA team worked closely with the international DDM team to improve this.

2. Technical Progress Reports
2.2 Software

2.2 Subsystem Manager's Summary 


Srini Rajagopalan (Brookhaven National Laboratory) 
	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Release 12.0.0 for commissioning
	15-Mar-06
	--
	30-May-06
	Completed (See #1)

	Release 12.0.x validated
	30-Aug-06
	--
	30-Aug-06
	On Schedule


Note #1  Release 12 has been delayed to end of April with bug fixes releases expected to come out in May 2006.


Srini Rajagopalan (Brookhaven National Laboratory) 
The focus during this quarter was the preparation for the upcoming Computing System Commissioning exercises that is intended to stress test all relevant software components and bring it to full production capability. Several tests have been identified and are being deployed and the U.S. is a significant player in these tests. Together with the CSC tests is the preparation for writing several CSC notes by physicists to demonstrate readiness for LHC turn-on. This requires simulation of a large number of events (107) with realistic geometries, reconstructing them, understanding the detector and physics performance and documenting the results in several identified notes. This exercise places stringent requirement on the software. Release 12 of ATLAS software has been released and is in the process of being validated. This version makes use of the latest core software components and is expected to be used for the analysis activities. On Distributed data management, the U.S. is making significant progress with the PANDA project launched late in 2005. Early prototypes of this software project have now successfully been used by U.S. physicists.

The U.S. is also establishing a credible plan for supporting U.S. based physics activities. The MOUs for the Analysis Support Center (ASC) have been generated and signed by the three national laboratories: ANL, BNL and LBNL. The implementation is well underway, recent activities within the scope of the ASC include an Analysis Jamboree at BNL (a one week intensive analysis activity by U.S. physicists at BNL with help from local experts) and the Standard Model physics workshop at ANL.

Hires during this quarter under Research Program Funds included Sergei Panitkin at BNL who replaces Peter van Gemmeren, Vivek Jain at Indiana replacing Dieter Best and two software professionals at UTA: Paul Nillson and Sudamsh Reddy. This brings the number of professionals needed for the PanDA project to full strength, though a related effort in Distributed Data Management still lacks sufficient personnel.

2.2.1 Coordination 

2.2.2 Core Services 


Paolo Calafiura (Lawrence Berkeley Laboratory) 
The migration to ROOT5 has been a major disruption to the schedule. In the end major problems with ROOT5 were resolved in a relative short amount of time in May thanks to the collaboration of all relevant core, database and subdetector developers. The crisis has highlighted the need of continuously testing the development branch with unit and integration tests. 

The delay of release 12 has had an impact on the ability of core sw developers to deploy new features, particular in the area of job configuration where we have consciously chosen to wait for the summer vacations before introducing the new Configurable-based scheme.

2.2.2.1 Framework 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Integration of Seal plug-in Mechanism
	14-Nov-05
	14-May-06
	14-Oct-06
	Delayed (See #1)

	python-accessible Property Repository
	1-Feb-06
	1-Jun-06
	1-Sep-06
	Delayed (See #2)

	use GaudiPython to provide interactive access to (selected) framework functionality
	8-Feb-06
	8-Sep-06
	14-Sep-06
	Delayed (See #3)

	High-level job configuration design and tools
	14-Feb-06
	14-Jun-06
	14-Nov-06
	Delayed (See #4)

	History & Property Mech Integ
	14-Feb-06
	14-Jun-06
	14-Sep-06
	Delayed (See #5)

	Review ATLAS software documentation/workbook (Indiana)
	1-Mar-06
	--
	1-Mar-06
	Completed

	flexible job reinitialization
	1-Jun-06
	1-Jun-06
	14-Sep-06
	Delayed (See #6)

	port Gaudi and Control to 64-bit architectures
	1-Jul-06
	--
	1-Jul-06
	On Schedule

	Review ATLAS Python Scripts for usability (Indiana)
	1-Sep-06
	--
	1-Sep-06
	On Schedule

	Generic event dump (needed for validation tests)
	14-Sep-06
	[New]
	14-Sep-06
	On Schedule

	common online/offline error reporting/handling
	31-Dec-06
	--
	31-Dec-06
	On Schedule


Note #1  awaits for the integration of ROOT5 in Athena. This will happen sometime in September when Charles Leggett will integrate Gaudi 18 ROOT plugin mechanism in Athena.

Note #2  basic functionality delivered. Now needs to be deployed and adapted according to users needs.

Note #3  lack of manpower

Note #4  Two CS summer students at LBL will deliver a framework to access the Property Repository as their project work

Note #5  awaits history persistency.

Note #6  some progress with framework tool but still no real-life test of the functionality

2.2.2.2 EDM Infrastructure 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Integration with POOL-Cache Manager
	31-Dec-05
	--
	6-Sep-06
	Delayed (See #1)

	Support for History Objects
	14-Feb-06
	--
	14-Jun-06
	Delayed (See #2)

	evaluate the need of object aliases and versioning in StoreGate
	14-Sep-06
	--
	14-Sep-06
	On Schedule

	Integrate CLID Database Generation
	14-Sep-06
	--
	14-Sep-06
	On Schedule

	provide common base class for Element/DataLinks
	14-Sep-06
	[New]
	14-Sep-06
	On Schedule

	support DataLinks across different stores
	23-Sep-06
	--
	23-Sep-06
	On Schedule

	Prototype Support for Integer Keys
	30-Sep-06
	--
	30-Sep-06
	On Schedule

	update DataList, evaluate DataMap and association objects
	1-Dec-06
	--
	1-Dec-06
	On Schedule


Note #1  low priority

Note #2  prototyped persistency using pickle. POOL needs Transient/Persistent separation

2.2.2.3 Detector Description 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	DC3 Detector Description Quality Control Tests Passed
	1-Jan-06
	--
	1-Oct-06
	Delayed (See #1)

	All numbers in DB. All file-based info removed (Pitt)
	1-Mar-06
	--
	1-Sep-06
	Delayed (See #2)

	CPU/Memory Optimization Effort Final Report (Pitt)
	1-May-06
	--
	1-Jul-06
	Delayed (See #3)

	Initialization time performance study
	1-May-06
	--
	1-Jul-06
	Delayed (See #4)

	Validation procedures established for DD versions (Pitt)
	1-Jun-06
	--
	1-Oct-06
	Delayed (See #5)

	Database preemption system delivery date (Pitt)
	1-Sep-06
	--
	1-Sep-06
	On Schedule

	Geometry Database overriders
	1-Sep-06
	--
	1-Sep-06
	On Schedule


Note #1-2  Delayed due to the press of LAr Detector Description issues.

Note #3  Nearly done. The LAr Readout geometry was identified as a significant memory consumer and we have nearly fixed this. We must now get this accepted by the LAr group. Pending this, we will write the report on memory and CPU consumption during initialization.

Note #4  Nearly done; see note 1.

Note #5  Delayed due to the press of LAr Detector Description issues.


Joe Boudreau (University of Pittsburgh) 
During this quarter we mostly worked on 1) Additional realism in the liquid argon calorimeter, 2) A major overhaul of Liquid Argon readout geometry description (along the lines of what is envisioned for readout geometry in GeoModel), and 3) Support for the same kind of issue throughout all subsystems. Vakho especially is very deeply involved with database issues, as the database release coordinator.

2.2.2.4 Graphics 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Configuration Presets available in v-atlas
	1-Sep-06
	--
	1-Sep-06
	On Schedule



Joe Boudreau (University of Pittsburgh) 
Some support for graphics happened during this cycle (especially declashing tools) but most of our effort is detailed under detector description).

2.2.2.5 Analysis Tools 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	access Atlas Data from python
	8-Feb-06
	--
	8-Sep-06
	Delayed (See #1)

	support event thinning for AOD data
	14-Sep-06
	[New]
	14-Sep-06
	On Schedule

	runtime recompilation/reloading
	15-Sep-06
	--
	15-Sep-06
	On Schedule

	automatic generation of transformations
	31-Dec-06
	--
	31-Dec-06
	On Schedule


Note #1  works with pyROOT, now needs better interface to event store from Athena.py

2.2.2.6 Grid Integration 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Job Transformations in Python
	14-Feb-06
	14-Jun-06
	14-Nov-06
	Delayed (See #1)

	error recovery in Athena
	15-Jun-06
	--
	15-Jun-06
	Completed (See #2)

	Prototype Implementation for Grid Monitoring Architecture
	30-Sep-06
	--
	30-Sep-06
	On Schedule (See #3)

	extract job metadata from Athena
	15-Dec-06
	--
	15-Dec-06
	On Schedule

	Improve message formatting and filtering
	15-Dec-06
	--
	15-Dec-06
	On Schedule


Note #1  infrastructure deployed in release 12 preproduction. Will need continuous maintenance, further development at least till release 13

Note #2  Athena error handling much more flexible in release 12. There may be follow-up needed with user experience

Note #3  low priority

2.2.2.7 Core Service Usability 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	add and use help string to Gaudi Property
	18-Feb-06
	18-Jun-06
	18-Nov-06
	Delayed (See #1)

	Configurable-based job configuration
	1-May-06
	1-May-06
	29-Aug-06
	Delayed (See #2)

	provide job-level properties a la SimFlags
	1-May-06
	1-May-06
	29-Aug-06
	Delayed (See #3)

	Integrated Athena configuration and development environment
	31-Dec-06
	--
	31-Dec-06
	On Schedule

	Job Configuration editor/browser/debugger
	31-Dec-06
	--
	31-Dec-06
	On Schedule


Note #1  developer in charge left. Help string handling added in gaudi. Need to develop tools to use it. Part of the two CS Summer Students project in LBL

Note #2  migration delayed to summer (July-August) to minimize impact on delayed release schedule

Note #3  prototype available. Migration delayed to summer (July-August) to minimize impact on delayed release schedule

2.2.3 Data Management 


David Malon (ANL) 
While the focus of the U.S. group in this reporting period has been principally upon infrastructure development and readiness for commissioning, the U.S. database and data management team has also been quite active in a number of ATLAS-wide task forces, including the Luminosity Task Force (Malon), the Streaming Study Group (Malon and Cranshaw), and the Metadata Task Force (Malon and Cranshaw). 

Alexandre Vaniachine has been invited by international ATLAS computing management to lead the Database Deployment and Operations activity.

A new database/data management hire at Brookhaven National Laboratory, Sergey Panitkin, joined the U.S. team in the final week of this reporting period.

2.2.3.1 Database Services and Servers 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Database release model decoupled from software release
	30-Jun-06
	--
	30-Jun-06
	Completed

	Completion of FroNTier (data caching technology) testing
	1-Sep-06
	--
	1-Sep-06
	On Schedule

	LCG 3D service deployment at U.S. ATLAS Tier 1
	1-Nov-06
	--
	1-Nov-06
	On Schedule

	Database Deployment and Operations infrastructure ready for calibration data challenge
	1-Dec-06
	[New]
	1-Dec-06
	On Schedule


2.2.3.2 Common Data Mgmt Software 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Support for Placement Control
	7-Nov-05
	--
	7-Aug-06
	Delayed (See #1)

	Support for Multiple Transaction Contexts
	14-Nov-05
	22-May-06
	9-Oct-06
	Delayed (See #2)

	User-level documentation for Athena I/O infrastructure
	27-Mar-06
	--
	17-Jul-06
	Delayed (See #3)

	Transient/persistent separation of DataHeader
	3-Apr-06
	--
	3-Apr-06
	Completed

	ROOT5/Reflex integration
	24-Apr-06
	--
	24-Apr-06
	Completed

	Transient/persistent separation of EventInfo and TriggerInfo
	24-Apr-06
	--
	24-Apr-06
	Completed

	Transient/persistent separation infrastructure for heterogeneous containers
	21-Aug-06
	[New]
	21-Aug-06
	On Schedule

	Extended ROOT/POOL options setting (e.g., 64-bit values)
	4-Sep-06
	[New]
	4-Sep-06
	On Schedule

	Support for files larger than 2 GB
	4-Sep-06
	[New]
	4-Sep-06
	On Schedule

	Refactorization of persistence packages and services
	11-Sep-06
	--
	11-Sep-06
	On Schedule


Note #1  December 2005: Agreement with ATLAS software management is to postpone this milestone until it is specifically requested or required by physics.

June 2006: This work will be deferred until after the ATLAS streaming study group makes its recommendations.

Note #2  December 2005: A limited version will be introduced into early 2006 releases, but a more general strategy awaits the outcome of a spring 2006 event store developers workshop.

Note #3  31 March 2006: Partially complete; completion pending documentation of Release 12 infrastructure, which was delayed by international ATLAS.

2.2.3.3 Event Store 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Job-level history object and configuration persistence prototype
	2-Oct-05
	7-Aug-06
	18-Dec-06
	Delayed (See #1)

	Unique EDO Identification Infrastructure
	31-Jan-06
	--
	25-Sep-06
	Delayed (See #2)

	Infrastructure to support stream- and run-level metadata
	27-Mar-06
	--
	25-Sep-06
	Delayed (See #3)

	Transient/persistent separation of StoreGate support classes for EDM
	1-May-06
	--
	1-May-06
	Completed

	Event selector with scope-based retrieval support
	22-May-06
	--
	22-May-06
	Completed

	File/dataset association machinery
	22-May-06
	--
	22-May-06
	Completed

	Strategy for run-level, stream-level, file-level metadata
	22-May-06
	--
	25-Sep-06
	Delayed (See #4)

	Back navigation support for bytestream data
	7-Aug-06
	--
	7-Aug-06
	On Schedule

	EventHeader/EventInfo extensions to support luminosity blocks, etc.
	11-Sep-06
	[New]
	11-Sep-06
	On Schedule

	EventSelector improvements
	11-Sep-06
	[New]
	11-Sep-06
	On Schedule

	Trigger decision representation in EventInfo/TriggerInfo
	11-Sep-06
	[New]
	11-Sep-06
	On Schedule

	Event store components for streaming studies
	25-Sep-06
	--
	25-Sep-06
	On Schedule

	Prototype alternative event streaming strategies
	11-Dec-06
	[New]
	11-Dec-06
	On Schedule


Note #1  30 September 2005: Actual delivery may be later in the quarter because the prototype requires new versions of LCG dictionary software that will not be delivered to us until later in the quarter. December 2006: This milestone must be delayed until some time after the corresponding control framework history infrastructure is in place.

Note #2  31 March 2006: Delayed pending outcome of May 2006 Physics Analysis Tools workshop

Note #3-4  31 March 2006: Delayed pending proposed ATLAS metadata task force

2.2.3.4 Non-Event Data Management 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Maintain NOVA for use by LAr calorimeter until COOL transition is complete
	1-Jul-06
	--
	1-Jul-06
	On Schedule (See #1)


Note #1  June 2006: NOVA may need support for a bit longer, while COOL transition (not a U.S. responsibility) is incomplete.

2.2.3.5 Collections, Catalogs, Metadata 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Athena Interface/Read/Write Access to Collection-Level Metadata
	19-Dec-05
	--
	24-Jul-06
	Delayed (See #1)

	Integration of Collection Support & Bookkeeping
	19-Dec-05
	--
	24-Jul-06
	Delayed (See #2)

	Evaluation of strategies for support of variable-length structures in tags
	27-Feb-06
	--
	25-Sep-06
	Delayed (See #3)

	Transition POOL collections to CORAL AttributeLists and component library model
	17-Apr-06
	--
	7-Aug-06
	Delayed (See #4)

	Support extensible collections, and collection reblocking
	22-May-06
	--
	7-Aug-06
	Delayed (See #5)

	Tag test integration into Service Challenge 4
	19-Jun-06
	--
	19-Jun-06
	Completed

	Integration and support of event-level metadata in commissioning tests
	25-Sep-06
	--
	25-Sep-06
	On Schedule

	Demonstrate tag database building and selection at a Tier 2 center
	11-Dec-06
	[New]
	11-Dec-06
	On Schedule

	Demonstrate tag-based selection for alternative streaming models
	11-Dec-06
	[New]
	11-Dec-06
	On Schedule

	Prototype tag query integration with detector status and quality information
	26-Mar-07
	[New]
	26-Mar-07
	On Schedule

	Prototype tag query integration with luminosity block information
	26-Mar-07
	[New]
	26-Mar-07
	On Schedule


Note #1-2  December 2005 Redesign is pending a Spring 2006 event store developers workshop. An underlying component (AMI, from Grenoble) is behind schedule.

Note #3  31 March 2006: Delayed pending LCG major POOL collections infrastructure changes.

Note #4  31 March 2006: The revised LCG schedule calls for delivery of this functionality, along with major POOL collections infrastructure changes, in August 2006.

Note #5  31 March 2006: The revised LCG schedule calls for delivery of this functionality, along with major POOL collections infrastructure changes, in August 2006.

2.2.3.6 Distributed Data Management 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Initial tests of DDM in distributed analysis chain
	17-Apr-06
	--
	17-Apr-06
	Completed

	DDM 0.2 on all Tier 1s
	10-Jun-06
	--
	10-Jun-06
	Completed

	DDM support for LAr commissioning data
	15-Jun-06
	--
	15-Jun-06
	Completed

	Set up Savannah portal for DDM operations
	10-Jul-06
	[New]
	10-Jul-06
	On Schedule

	Submit note on ATLAS DDM operations to ATLAS computing management
	25-Jul-06
	[New]
	25-Jul-06
	On Schedule

	Automate input dataset delivery for production jobs
	25-Aug-06
	[New]
	25-Aug-06
	On Schedule

	Data integrity checking for Monte Carlo production
	25-Aug-06
	[New]
	25-Aug-06
	On Schedule

	U.S. ATLAS Data Management and Production Workshop at BNL
	30-Sep-06
	[New]
	30-Sep-06
	On Schedule


2.2.3.7 Data Access Support 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Provide database expertise via U.S. ATLAS Analysis Support Group
	1-Apr-07
	--
	1-Apr-07
	On Schedule

	Provide database expertise via U.S. ATLAS Analysis Support Group
	2-Jul-07
	1-Apr-07
	2-Jul-07
	On Schedule


2.2.4 Distributed Software 

2.2.4.1 Distributed Analysis 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Physics data access tools
	9-Jan-06
	--
	9-Jan-06
	Completed

	Distributed analysis benchmarks for DIAL and PanDA
	15-Feb-06
	--
	15-Feb-06
	Completed

	PanDA/distributed analysis review
	8-Mar-06
	--
	8-Mar-06
	Completed

	Decide relative roles of PanDA and DIAL for DA
	15-Mar-06
	--
	15-Mar-06
	Completed

	Pilot delivery via dedicated analysis queues deployed
	15-Apr-06
	[New]
	15-Apr-06
	Completed

	Local analysis pilot submission deployed at BNL, UTA
	20-May-06
	[New]
	20-May-06
	Completed

	Personal PanDA analysis interface deployed
	1-Jun-06
	[New]
	1-Jun-06
	Completed

	Stable analysis pilot delivery achieved
	1-Jun-06
	[New]
	1-Jun-06
	Completed

	PanDA analysis in support of Physics Analysis Jamboree
	5-Jun-06
	[New]
	5-Jun-06
	Completed



Torre Wenaus (Brookhaven National Laboratory) 
During the quarter the PanDA based distributed analysis tools were routinely available. PanDA performance for DA was much improved over the previous quarter because effective means were found to achieve stable, high rate delivery of analysis pilots, resulting in job pickup times ranging from tens of seconds to tens of minutes, in contrast to hours. The key changes making this possible were the removal of the Globus gatekeeper from the job delivery path, instead employing local Condor and PBS site queues directly, and the expanded use of dedicated analysis resources not saturated with production jobs. The multi-tasking pilot mechanism to concurrently run production and analysis from one pilot remained under development and will be deployed next quarter.

PanDA based analysis was successfully used for analysis work surrounding a Physics Analysis Jamboree held at BNL in June. Usage was light but users provided useful feedback in problem reports and suggestions, which were fed back into development to deploy an improved service for the next Jamboree planned for August. About 35 people had used the system either in tutorials or on a sustained basis by the end of the quarter.

Physics data access tools for end-users saw heavy use during the quarter as the volume of interesting data accessible via the DDM system grew markedly, and the user community along with it.

2.2.4.2 Production System 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Achieve <10% production error rate due to PanDA
	31-Jan-06
	--
	31-Jan-06
	Completed

	PanDA migration to ATLAS production DQ2
	10-Feb-06
	--
	10-Feb-06
	Completed

	PanDA production scalability test
	20-Feb-06
	--
	20-Feb-06
	Completed

	Active disk space management
	28-Feb-06
	--
	28-Feb-06
	Completed

	PanDA deployment at Indiana U
	15-Mar-06
	--
	15-Mar-06
	Completed

	Brokerage based on dynamic site resource information
	10-Apr-06
	[New]
	10-Apr-06
	Completed

	Site usage monitoring and reporting to OSG
	15-Apr-06
	[New]
	15-Apr-06
	Completed

	Teraport site integrated
	15-Apr-06
	[New]
	15-Apr-06
	Completed

	CERN instance of PanDA server deployed
	15-May-06
	[New]
	15-May-06
	Completed

	PanDA monitor extended to multi-instance, multi-site deployment
	20-May-06
	[New]
	20-May-06
	Completed

	User quota system integrated
	10-Jun-06
	[New]
	10-Jun-06
	Completed

	New DQ2 major release integrated
	15-Jun-06
	[New]
	15-Jun-06
	Completed

	Support grid data access from pilot jobs based on uberftp
	15-Jun-06
	[New]
	15-Jun-06
	Completed

	SLAC site integrated
	20-Jun-06
	[New]
	20-Jun-06
	Completed



Torre Wenaus (Brookhaven National Laboratory) 
The PanDA production and analysis system had a busy quarter serving both continuous ATLAS production and a growing community of analysis users. Under normal conditions resource utilization was ~100%, but there were periods when conditions were far from normal. NFS and associated file access and replication problems at BNL over a 2 week period resulted in greatly reduced throughput due to the choking off of production data movement. PanDA monitoring systems were also heavily affected, and were extended to multi-instance, multi-site deployment as a result. A further (anticipated) slowdown accompanied the migration to a major new release of the DDM system, DQ2, which was deployed rapidly into production at BNL and BU, and to the remaining sites over a subsequent 2-3 week period. By the end of the quarter all but one of the sites were back online and at close to full utilization. This DQ2 upgrade brought many improvements in scalability, management of dataset versions and subscriptions, and DDM monitoring systems. PanDA development activities included new dynamic brokerage based on dynamic resource availability obtained from sites in real time; integration of user and group databases with support for quotas; and a new mechanism for grid based data access from worker nodes which will enable pilots to access data at a remote storage element (SE) when running at an opportunistic (non-ATLAS) site.

2.2.4.3 Production Support 


Torre Wenaus (Brookhaven National Laboratory) 
Production support continued to be an integral part of the production system, distributed analysis and distributed data management efforts, with all participants in those programs contributing to production support (and constituting the full production support effort). No specific production support milestones were called out in this quarter, it is an ongoing activity.

U.S. ATLAS continued to make major contributions to production support at the ATLAS level, in distributed data management operations and in production task definition.

2.2.5 Application Software 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Release 13.0.0
	31-Oct-07
	[New]
	31-Oct-07
	On Schedule (See #1)


Note #1  This release has many deliverables against it in the application software area.


Frederic Luehring (Indiana University) 
Good progress continued to be made in the generator, calorimetry, muon, and monitoring work. Work on the tracking should be begin again in the next quarter with the arrival of Jain.

2.2.5.1 Generator Support 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	First version of EvtGen interface for inclusive decays with Pythia and Herwig
	11-Apr-06
	--
	11-Apr-06
	Completed

	Migration of production scripts to python
	30-Jun-06
	--
	30-Jun-06
	Completed

	Customized perstency for HepMC
	5-Jul-06
	--
	5-Jul-06
	On Schedule

	Evaluation of migration of Sherpa into atlas releases
	5-Jul-06
	5-Jul-06
	30-Jun-06
	Completed

	First version of enforced consistency of masses among all generators
	5-Jul-06
	--
	5-Jul-06
	On Schedule

	Herwig++ available and integrated
	5-Jul-06
	--
	5-Jul-06
	On Schedule

	Validated version of EvtGen interface for inclusive decays with Pythia and Herwig
	5-Jul-06
	--
	5-Jul-06
	On Schedule



Frederic Luehring (Indiana University) 
The ATLAS/Genser interface was updated to the latest version of Gensur (1_4_0). At the same time the ATLAS interfaces of Pythia, were updated to the latest versions, 6.404. This version migration which is needed for B-physics and some Higgs production for CSC triggered an extensive validation process which involved the fix of several bugs in the code.

Assistance was provided to other Generators developers which resulted in the release of the new Generator interface Winhac.

Sherpa was brought into production via the new ReadSherpa_i package. Intensive interactions with the Sherpa authors were needed to complete this process.

Work has started on single event validation on several compilers as a prelude to the migration to gcc 3.45 and 64 bit processors.

The ATLAS CSC event generation production continued during that time, and several software tools were developed/debugged for supporting this production process. Migration to using python job transforms was completed.

Extensive interactions with the ATLAS user community took place, supporting them on their physics analysis tasks.

2.2.5.2 Tracking Infrastructure 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Understand existing b-tagging software.
	1-Aug-06
	--
	1-Oct-06
	Delayed (See #1)


Note #1  Best's replacement (Jain) is unable to start until August 1.


Frederic Luehring (Indiana University) 
Best has departed and is no longer working on the project.

Vivek Jain was hired to replace Best. Jain has about 10 years of experience working on D0 and has been working part time on validating the ATLAS muon system track reconstruction (Moore). This experience should be very useful when Jain starts work on August 1. Jain will spend 50% of his time on the tracking. The balance of Jain's time will be spent working on ATLAS core software.

2.2.5.3 Calorimeter Infrastructure 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	clean-up of CaloCluster class & new fast CaloTower implementation
	11-Apr-06
	--
	31-Oct-06
	Delayed (See #1)

	move hadronic calibration parameters into database
	3-May-06
	3-May-06
	31-Oct-06
	Delayed (See #2)

	improvement of Navigation package wrt perfromance and storage requirements
	5-Jul-06
	--
	31-Oct-06
	Delayed (See #3)

	investigate data compression for CaloCluster
	5-Jul-06
	--
	31-Oct-06
	Delayed (See #4)

	fast CaloTower implementation
	1-Aug-06
	1-Aug-06
	31-Oct-06
	Delayed (See #5)

	implementation of new EDM for navigable four-momentum typed objects
	31-Oct-06
	--
	31-Oct-06
	On Schedule (See #6)

	testbeam converter support
	31-Oct-06
	--
	31-Oct-06
	On Schedule (See #7)

	use of conditioning data in reconstruction and simulations, esp. validation of "realistic" calo.
	6-Dec-06
	--
	6-Dec-06
	On Schedule

	conversion/transport of mySQL etc. testbeam conditions database to COOL
	1-Jan-07
	1-Jan-07
	30-Jun-06
	Completed

	optimizations for commissioning/ATLAS data
	1-Jan-07
	--
	1-Jan-07
	On Schedule (See #8)


Note #1  Delayed to release 13.0.0. postponed to release 13, due to framework problems

Note #2  Postponed after first implementation ideas circulated - will be picked up again mid-August 2006

Note #3  Release 13.0.0 is delayed to 31-Oct-06.

Note #4  Release 13.0.0 is delayed and so is this milestone. Started in context of new navigation implementation, 50% done

Note #5  100% done, final test postponed due to framework pbs, now expected for 13.0.0

Note #6  75% done, just will be finished early August after review by/input from LBL software experts

Note #7  Ongoing, 80% done

Note #8  Discussions only at this time, no demand


Frederic Luehring (Indiana University) 
Lampl has finalized the reconstruction parameter versioning for CaloCluster corrections for release 12, in collaboration with BNL. Presently he is busy providing on-demand support for testbeam event data converters (significant clean-up for FCal2004 and combined H6/H8 testbeams 2005). He is ready to provide versioning for hadronic calibration constants, but the whole project has dropped in priority at MPI, due to the upcoming calibration workshop in September. He also has provided all code and scripts for the conversion of the testbeam conditions database from mySQL to COOL. At this time he helps people with requests for conditions data conversion for selected runs. In addition, Lampl is heavily involved in the re-design and implementation of the navigation code, especially in the adaptation for CaloCluster and CaloTower. And he maintains he consulting role concerning questions from the US ATLAS community regarding electron/photon reconstruction, still as a member of the Analysis Support Group.

2.2.5.4 Muon Infrastructure 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Implement and Test new EDM for Muon reconstruction for 12.0.0
	28-Apr-06
	--
	28-Apr-06
	Completed (See #1)

	Implement and Test new EDM for Muon reconstruction for 13.0.0
	12-Jul-06
	--
	26-Sep-06
	Delayed (See #2)

	Implement and Test Truth EDM for 13.0.0
	12-Jul-06
	26-Sep-06
	31-Oct-06
	Delayed (See #3)

	Improve documentation of EDM packages
	31-Jul-06
	--
	31-Jul-06
	On Schedule

	Finalise EDM design, and work on transient / persistent separation for 13.0.0
	26-Sep-06
	26-Sep-06
	31-Oct-06
	Delayed (See #4)

	Integration of new muon reconstruction packages for 13.0.0
	26-Sep-06
	26-Sep-06
	31-Oct-06
	Delayed (See #5)


Note #1  This milestone has been replaced with same milestone for release 13.0.0. 
Note #2-3  This item is delayed because release 13.0.0 is delayed until the end of October.

Note #4-5  Release 13.0.0 has been delayed to October 31.


Frederic Luehring (Indiana University) 
For the April-June quarter Moyse continued working on the transient persistent split (which has now been done for the raw data objects with about 25% greater compression achieved as a result). Moyse has also been supervising a student who is continuing this work with core tracking objects. He has also added extra persistency debug mechanisms to the Muon code and as a result has been involved in discussions within the Event Management Board about how best to propagate these mechanisms to all ATLAS EDM classes. Moyse have also produced some bugfixes for long standing problems with Muon track persistency, and an off-by-one error in the digitisation. Work has continued on migrating Moore, and I have begun writing a new ntuple producing package, and a new common Muon runtime package to simplify the running of Muon reconstruction.

2.2.5.5 Monitoring Infrastructure 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Commit of Gatherer version incorporating further Run Control-related mods. in prep. for pre-release.
	31-Mar-06
	--
	30-Jun-06
	Completed (See #1)


Note #1  This work was delayed for reasons external this work.


Frederic Luehring (Indiana University) 
Research on monitoring continued in Spring, 2006 in three categories.

First, work to ready the Gatherer for release tdaq-01-06 was completed by Haleh Hadavand. This included string manipulation improvements. The ability to properly utilize run control states, as well as histogram servers and providers was implemented. These involved substantial modification of the internal function of the Gatherer. The ability to handle dynamically booked histograms was also implemented. This effort delivered the Gatherer on-time for tdaq-01-06 with the requested functionality. Commissioning tests of LAr monitoring using the Gatherer were successful to transmit histograms from 2 AthenaPT's to the Gatherer and have their plots show up properly in the OH service. In Spring, Peter Renkel, who is funded 50% by the project, began work to learn the Gatherer infrastructure and implement needed modifications. He was involved with the more recent addition of proper use of the ATLAS Error Reporting System. However, his main effort is to implement items required by the tdaq-01-07 release, due this Fall. This includes implementation of histogram name utilities to remove hadcoded manipulations of histogram names and paths. Non-histogram data types in IS have not yet been addressed, so this functionality will need to be implemented. Also, a hash-table approach to handle dynamically booked histograms is desired.

The second part of the monitoring work concerns the Data Quality Monitoring Framework (DQMF). Hadavand has been integrally involved in the collaborative completion of the requirements document for this application. In particular, the range of usage (EF vs. Tier 0) have been established and a full set of use cases have been specified. She also is strongly involved in the current design discussion and documentation. The overall structure is now clear, and she is focusing on understanding specific use cases that impact the design of the interface to user-generated algorithms. This is expected to be resolved such that coding can begin by the end of summer or earlier. Hadavand is anticipated to increase her focus on DQMF development as Renkel takes on increasing expertise with the Gatherer.

The third element of the monitoring work concerns integration of TDAQ/HLT tools with real-world monitoring algorithms. As mentioned, Hadavand has been instrumental in setting up the LAr partition and OKS elements to permit LAr running monitoring online. She is currently a primary author of a new LArEFMon package in the TDAQ release to organize and track this work. The first tests using the Gatherer in real-world application (since 2004) were completed successfully in spring, as well.

2.2.6 Infrastructure Support 

2.2.6.2 Librarian 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Release NICOS version 1.1 with the better multiplatform support
	30-Jun-06
	--
	30-Jun-06
	Completed

	Setup mirror of ATLAS Pacman cache at BNL
	30-Jun-06
	--
	30-Jun-06
	Completed

	Install and support ATLAS releases and associated external software at BNL
	31-Dec-06
	--
	31-Dec-06
	On Schedule

	Setup builds of the nightly releases distribution kits
	31-Dec-06
	[New]
	31-Dec-06
	On Schedule

	Support ATLAS software nightly builds at BNL and CERN
	31-Dec-06
	--
	31-Dec-06
	On Schedule



 Alexander Undrus (Brookhaven National Laboratory) 
In this quarter ATLAS nightly builds were successfully supported at CERN and BNL on slc3-gcc323 and slc3-gcc344 platforms. New version of NICOS, ATLAS nightly release tool, 1.1 provided better support for project-oriented multiplatform nightly builds. In particular the web pages format was modified to better suit the project oriented structure. In cooperation with CMT team the problems with doxygen documentation builds for ATLAS releases were resolved. The doxygen builds were moved to a local disk for better reliability. The nightly builds were checked with about 70 unit and integration tests performed in the ATN testing framework integrated with NICOS. The support for test chains is added. The tests of a chain are executed in a certain order and in common run-time environments. At BNL new ATLAS software releases were promptly installed, usually in one to two days after CERN installation. As ATLAS DB releases become available they are also mirrored at BNL. The mirror of ATLAS pacman cache is arranged at BNL with daily updates. The mirror of ATLAS CVS repository was supported. The LXR server, alxr.usatlas.bnl.gov, provided the collaboration-wide service for fast searches of ATLAS software. In addition to indexes for the head versions of ATLAS software packages, the indexes for the nightly and selected stable releases were made available.

2.2.7 Analysis Support 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Signing of Analysis Support Center MOU
	1-Apr-06
	--
	1-Apr-06
	Completed

	Full operation of Analysis Forums
	1-Sep-06
	--
	1-Sep-06
	On Schedule

	First analysis jamboree at each ASC
	1-Oct-06
	--
	1-Oct-06
	On Schedule

	Follow-up with analysis jamboree participants
	1-Oct-06
	--
	1-Oct-06
	On Schedule


2.3 Facilities

2.3 Subsystem Manager's Summary 


Razvan Popescu (Brookhaven National Laboratory) 
The Tier1 infrastructure was enhanced with the addition of 150ton A/C and 240kVA of UPS backed-up power in order to accommodate the new resources. The computing farm acquisition was slightly delayed to synchronize it with the RHIC acquisition and improve our common purchasing leverage. Service integration will be completed by the end of August.

A different strategy was chosen for the support of central data storage --a high performance, high reliability solution will be a major improvement to the availability of all other general services. The solution will be operational by the end of August. In the meantime a similar system is already in service based on loaned equipment.

The 20Gb/s WAN service is operational and the OPN configuration is on schedule.

The Tier2 centers have substantially expanded their resources and contribute significantly to the data production effort. Several centers operate growing size distributed storage systems based on dCache and all have integrated data management systems based on DQ2. A notable progress towards better coherence in operations was achieved through the Tier2 Workshop at Chicago, an event which will be repeated quarterly.

The LHC-OPN (T0-T1 Networking) met in Rome on April 4, 2006 to continue its work and finalized the plans to create a monitoring prototype testbed. Volunteers from 5 Tier-1 sites and the Tier-0 at CERN were recruited: BNL, CNAF, FNAL, FZK, IN2P3 and CERN. The relevant network research projects have all progressed. Terapaths has deployed network management software at BNL and Michigan. SLAC is the next target. UltraLight is focused on developing a software stack for broader deployment based upon agents and VINCI services. OSCARS has been working closely with Terapaths, USNet, DRAGON, CHEETAH and others on interoperability. 

Efforts supporting production and PanDA development continued, with participation from all the centers. Distributed analysis use largely increased as a result of better system support, tutorial sessions and improved resource allocation.

Support of OSG activities continued, mostly through UC contributions.

2.3.1 Tier 1 Facilities 

2.3.1.1 Management/Administration 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Expand USATLAS Tier1 Engineering Staff
	30-Sep-06
	--
	30-Sep-06
	On Schedule (See #1)


Note #1  Interviews on applicants continued. One offer was issued and accepted.

2.3.1.2 Tier 1 Fabric Infrastructure 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Expanded Facility Power and Cooling Capacity Available
	31-Mar-06
	--
	31-Mar-06
	Completed (See #1)


Note #1  2 out of 3 rack-top cooling systems had been installed. The third unit installation is partially done and will be completed only after the new computing equipment will be installed.

2.3.1.3 Tier 1 Linux Systems 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Begin CPU/dCache Disk Expansion Procurement
	1-Apr-06
	--
	1-Apr-06
	Completed (See #1)

	CPU/dCache Disk Expansion Order Placed
	15-Apr-06
	--
	15-Apr-06
	Completed

	Begin CPU/dCache Disk Expansion Installation
	15-May-06
	15-May-06
	1-Aug-06
	Delayed (See #2)

	Central Disk Expansion Operational
	30-Jun-06
	30-Jun-06
	30-Aug-06
	Delayed (See #3)

	CPU/dCache Disk Expansion Operational
	30-Jun-06
	30-Jun-06
	31-Aug-06
	Delayed (See #4)


Note #1  The procurement process was delayed to synchronize it with an equipment purchase by RHIC in order to improve our overall bargaining position. The combined procurements have been concluded and we're expecting delivery during the first week of August.

Note #2  Delivery expected during the first week of August, due to procurement schedule re-synchronization.

Note #3  A thorough analysis of recent failures required unplanned time to develop a new strategy for deploying central disk storage. The result -- a highly reliable, higher cost FC solution - was procured and we're expecting delivery.

Note #4  The delayed procurement pushed the operational status milestone to end of August.

2.3.1.4 Tier 1 Storage Systems 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Begin Central Disk Expansion Procurement
	1-Apr-06
	--
	1-Apr-06
	Completed (See #1)

	Central Disk Expansion Order Placed
	15-Apr-06
	--
	15-Apr-06
	Completed

	Begin Central Disk Expansion Installation
	15-May-06
	15-May-06
	10-Aug-06
	Delayed (See #2)


Note #1  A high reliability solution based on IBM FC solutions replaced the initial plan. Procurement is complete and we're expecting delivery.

Note #2  The storage solution strategy reassessment required more time than anticipated initially. The purchase orders were placed and we're expecting delivery. In the meantime the central disk operates the critical components on high quality equipment loaned by RHIC.

2.3.1.5 Tier 1 Wide Area Services 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	SC4 Set-up Complete and Basic Service Demonstrated
	30-Apr-06
	30-Apr-06
	30-Jul-06
	Delayed (See #1)

	20Gb/s WAN upgrade - connection operational
	30-Jun-06
	[New]
	30-Jun-06
	Completed

	20Gb/sec WAN -- OPN and regular circuits operational
	30-Aug-06
	[New]
	30-Aug-06
	On Schedule


Note #1  Due to CERN change in schedule the operation's duration had been extended.

2.3.1.6 Tier 1 Operations 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	1125CPU,525Disk,200WAN=>Disk,300Tape,200WFAN=>Tape
	30-Jun-06
	30-Jun-06
	30-Aug-06
	Delayed (See #1)


Note #1  While the throughput milestones had been reached, the equipment upgrade process is delayed.

2.3.2 Tier 2 Facilities 

2.3.2.1 University of Chicago/Indiana 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Condor re-configuration
	1-May-06
	[New]
	1-May-06
	Completed (See #1)

	Initiate Operations Support
	1-May-06
	[New]
	1-May-06
	Completed (See #2)

	US ATLAS Tier2 Workshop
	10-May-06
	[New]
	10-May-06
	Completed (See #3)

	Deployment of OSG 0.4.1
	31-May-06
	[New]
	31-May-06
	Completed (See #4)

	dCache services deployed
	1-Jun-06
	[New]
	1-Jun-06
	Completed (See #5)

	Procurement of compute and storage servers: RFP process
	1-Jun-06
	[New]
	31-July-06
	Delayed (See #6)

	ATLAS VO box deployed
	15-Jun-06
	[New]
	15-Jun-06
	Completed (See #7)

	Deployment of DQ2 0.2.11
	21-Jun-06
	[New]
	4-Aug-06
	Delayed (See #8)


Note #1  We changed the Condor scheduler configuration to implement role-based policies for US ATLAS users, adjusting resource usage priorities for production managers, individual physicist-users, and local users.

Note #2  Continued to support on-going activities for managed, central production, individual ATLAS physicists via the grid interface, and for local users. Most operational difficulties arose from problems with the DQ2 system.

Note #3  Organized and hosted the US ATLAS Tier2 workshop at University of Chicago, May 9-10. http://indico.cern.ch/conferenceDisplay.py?confId=a062200

Note #4  Deployment of OSG 0.4.1 on all MWT2 gatekeepers completed.

Note #5  We deployed a testing a 4 TB dCache production service (dCache 1.6.6) at UC in preparation for SC4. Configuration and validation of SRM protocols were performed to ensure required functionality. Operational tests between BNL and UC using FTS were performed.

Note #6  The RFP process for the first year acquisition of new compute and storage servers for the MWT2 was delayed after initial quotes from major vendors came back too high. A new RFP process was begun with more specific requirements for server and storage configuration, following a distributed storage model where storage resources placed on compute nodes are aggregated using dCache services. The resulting vendor proposals were better matched to our hardware budget, and by the end of this quarter we were making final evaluations for configuration and vendor selections.

Note #7  In support of SC4, we deployed a VO box to host a dedicated DQ2 instance in support of SC4. The VO box will continue to be used as a general purpose edge server for ATLAS dedicated use after completion of SC4.

Note #8  While the new major release of DQ2 was eventually successful, deployment of DQ2 services continues to be difficult.

2.3.2.2 Boston University/ Harvard 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	dCache Installation
	15-Jan-06
	--
	15-Jan-06
	Completed (See #1)


Note #1  Installed DRM instead of dCache, may revert to dCache at a later date.


Saul Youssef (Boston University) 
In this quarter, we ran routine PanDA production, installed a DRM instance, participated in SC4 tests, installed the latest OSG, Mona Lisa and Ganglia monitoring ( http://atlas000.bu.edu/NETier2/wiki/index.php/Main_Page) and supported a steadily growing local user base of ATLAS collaborators involved in Muon-related physics activities.

During the last quarter, we developed and deployed a prototype Pacman mirror of the main ATLAS Pacman caches at CERN and helped set up similar mirrors at the BNL Tier 1, IU, UM and at CERN. This system has now been adopted by ATLAS and will be deployed world-wide. BU continues to function as Pacman headquarters. Sometime this summer there will have been 1,000,000 downloads of Pacman from BU.

Our only significant problem has been use of our 56 AMD 32/64 bit opterons. The current status is that ATLAS releases before 12.0.0 run correctly, but the newest releases do not, probably due to an incompatibility in one of the ATLAS packages. This was discovered by Xin of BNL and is being investigated as it affects these machines world-wide (several new hires at CERN will be involved in helping to deal with these and similar issues in the future).

2.3.2.3 Southwest 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	OU SWT2 Cluster running CSC production
	14-Apr-06
	--
	14-Apr-06
	Completed

	UTA DPCC Cluster ready for Distributed Analysis
	9-Jun-06
	--
	9-Jun-06
	Completed

	UTA SWT2 Cluster running CSC production
	15-Jun-06
	15-Jun-06
	7-Jul-06
	Delayed (See #1)

	Reconfiguration of SWT2 Queues to balance managed production and distributed analysis users
	15-Jul-06
	--
	15-Jul-06
	On Schedule


Note #1  Because of DQ2 upgrade on all U.S. ATLAS sites, this milestone has slipped a few weeks. The new cluster should be operational soon with the new DQ2 release.


Kaushik De (University of Texas at Arlington) 
Operations continued smoothly at the SWT2. We provided 180 CPU's to central production, of which 100 are at UTA and 80 at OU. The new 80 CPU cluster at OU proved to be extremely stable and efficient. The old DPCC cluster at UTA allocated 100 CPU's to ATLAS and was also mostly stable.

There were a few changes to the DPCC cluster in June which reduced it's efficiency in central production for a while. First, a special queue was set up at DPCC for distributed analysis jobs, to support the BNL physics jamboree. Second, all CSC AOD datasets (>200 sets of files) were subscribed to DPCC. This caused all other production file transfers to stop for a few weeks. We are slowly recovering from this, and feeding back our experience to the DQ2 developers.

We are still not ready to bring the new 320 CPU cluster at UTA into central production, even though it has exactly the same architecture as the new OU cluster. After solving various facilities issues, we decided to wait for the major upgrade of DQ2 software to bring this cluster into production. We expect it to be online first week in July.

2.3.3 Wide Area Network 


Shawn McKee (University of Michigan) 
The LHC-OPN (T0-T1 Networking) meet in Rome on April 4, 2006 to continue its work. During this meeting plans were finalized to create a monitoring prototype testbed. Volunteers from 5 Tier-1 sites and the Tier-0 at CERN were recruited: BNL, CNAF, FNAL, FZK, IN2P3 and CERN. A follow-up meeting was held in June 16, 2006 at RAL outside London. 

At the Tier-2 meeting in Chicago on May 9th. A set of network related items were discussed. Details are available at: http://www.usatlas.bnl.gov/twiki/bin/view/Admins/TierTwoNetworking. Some highlights include plans to produce and maintain network diagrams for each Tier-2, the setup and operation of dedicated NDT servers and longer term planning to deploy end-host agents to monitor and optimize network performance for end-hosts.

The relevant network research projects have all progressed. Terapaths has deployed network management software at BNL and Michigan. SLAC is the next target. UltraLight is focused on developing a software stack for broader deployment based upon agents and VINCI services. OSCARS has been working closely with Terapaths, USNet, DRAGON, CHEETAH and others on interoperability. A "Virtual Circuits Services Interoperability" working group has been convened (organized by Brian Tierney) to coordinate network management and provisioning. The URL is http://www-dsd.lbl.gov/oscars/wiki/index.php/Main_Page.

Status of the NSF PIF (PLaNetS) and DOE SCiDAC (LHC-MI) proposals are still pending.

2.3.4 Grid Tools & Services 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Development of components for ATLAS production system (scheduler, broker) (Chicago)
	1-Oct-05
	--
	1-Oct-05
	Completed (See #1)

	Integration with distributed data management services and infrastructure (Chicago)
	1-Nov-05
	1-Nov-05
	31-Jul-06
	Delayed (See #2)

	Development on as needed basis, components for distributed production and analysis focusing on distributed grid data management (Chicago)
	1-Feb-06
	1-Feb-06
	31-Jul-06
	Delayed (See #3)


Note #1  Continued development of components for the scheduler to optimize distribution of pilots to sites.

Note #2  Several improvements were made to the PanDA pilot component to interface with local and grid-based storage servers.

Note #3  Continued work on troubleshooting problems with PanDA. At US ATLAS Tier2 workshop focused on required data services for Tier2 centers (data, calibration, conditions, metadata-TAG, etc). 

For distributed grid data management in support of user analysis, developed initial ideas for a Tier2-based dataset skimming service using event-level metadata queries to the TAG database.


Rob Gardner (University of Chicago) 
This effort report from Marco Mambelli covers the period of activity from April-June, 2006. The deliverables and milestones achieved are as follows:

* Programming for USATLAS [[https://uimon.cern.ch/twiki/bin/view/Atlas/PanDA][PanDA]] executor

* Development of the !JobScheduler in collaboration with Xin Zhao [[https://uimon.cern.ch/twiki/bin/view/Atlas/PanDAJobScheduler][PanDAJobScheduler]]

* Development of the !JobScheduler itself 

* Coordination with Xin that is working on the Pilot development (new package that branched out)

* Packaging of the !PanDA packages (!PanDAJS, !PanDASrv, !PanDAJDE, PanDA, auxiliary DQ-Client) together with Horst Severini. Provided the initial version of the packaging scripts and Pacman file templates; continued contributions with Horst in subsequent versions.

* Development of =DQ2ProdClient2.py=, transfer utility to use DQ2 transfers in production pilots

* OO, contains multiple classes

* supports different clients: local copies from SE, dCache, ubrftp, globus-url-copy

* more robust (uniform error handling, transfer retries)

* Minor involvement in other PanDA components

* Troubleshooting and support of USATLAS production activity

* Troubleshooting of different problems involving 

* job submission at gatekeeper

* file transfer

* Maintenance of the USATLAS Capone executor (with Jerry Gieraltowski) [[https://uimon.cern.ch/twiki/bin/view/Atlas/Capone][Capone]]:

* Release 1.2 is still the current one 

* Minimal support for users 

* Starting of storage activity

* Project outline

* TAG database prototyping

* Activity within the ATLAS worldwide collaboration

* Major involvement in the ATLAS !ProdSys protocol definition and partial contribution to its coding

* Coordination of the ATLAS error codes returned by the production system

* Participation in the ATLAS monitoring effort led by John Kennedy (FZK-CERN).

* Grid activities (OSG and Interoperability efforts)

* Participation in the Glue Schema v1.2 effort:

* Mapping of GLUE attributes to Condor !old-ClassAds

* Publishing of SRM-based SEs information 

* Involvement in the GIP (Generic Information Provider) activity within OSG

* Participation in the OSG monitoring and information system activity (MIG)

* Lead of the CE storage activity within OSG to define how disk space are seen from within the CE environment.

* Coordination of the meetings/discussions.

* Updating of the [[http://osg.ivdgl.org/twiki/bin/view/Integration/LocalStorageRequirements][Local Storage Requirements]] document (with comments and contributions from various parties).

2.3.5 Grid Production 


Kaushik De (University of Texas at Arlington) 
Full scale grid production continued in this quarter. In addition, we saw a large increase in distributed analysis users.

All central production was carried out with PanDA. We also saw a sharp increase in the use of the pAthena component of PanDA by physicists. There were tutorials on pAthena and presentations at workshops by Tadashi Maeno, the author of pAthena, which helped to introduce many new users to pAthena.

The BNL queues were reconfigured to give access to a larger number of DA users. The same action was taken at UTA. All AOD files are being replicated from BNL to UTA automatically, to support DA usage at both sites. We will initiate similar replications to other T2 sites in the future.

PanDA production was 24% of all ATLAS production for the first 6 months of the year (including the current and the previous quarter). This is the largest contribution from a single country and in line with U.S. commitments.

There was a major DQ2 upgrade end of June. This slowed down production for a few weeks with PanDA. This version contains many new features, which will help PanDA to implement better file management on the grid.

2.3.5.4 Operations 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Start Release 12 Production (UTA)
	1-May-06
	--
	1-May-06
	Completed


3.1 M&O Silicon
3.1 Subsystem Manager's Summary 

Alex Grillo (UCSC)
Pixel endcap C has arrived at CERN and has passed leak and connectivity tests. The pixel prototype service quarter panel (PSQP) has been fully tested with opto boards and is being readied for the 10% system test. All preparations are underway for the 10% system test, which is now a 100% US responsibility, both hardware and software. The endcap is expected to be integrated into the setup (last step) toward the end of August 06. With the help of US personnel, a manufacturing defect has been identified in the production barrel Type 0 cables. New type 0 cables are now being manufactured to replace the defective original ones. US personnel have been involved in management of this activity and in cable testing.
The integrated ID Barrel (SCT plus TRT) has been operated successfully in the SR1 surface building. With two sectors of the SCT (468 modules, approximately 20% of the total) operational, cosmic ray tracks have been observed and noise measurements made. The noise is well within specification and shows no signs of interference with the TRT or heaters. SCT cable installation and testing is progressing and should be ready for ID installation.

All fabrication of RODs is complete. Debugging and burn in of the RODS is proceeding. There have been request for changes to the VHDL. Work on this is proceeding. The software is operational but updates are continuing.

3.1.1 Pixels 


Maurice Garcia-Sciveres (Lawrence Berkeley Laboratory) 
Preparations for 10% system test at CERN

Endcap C has been transported to CERN and successfully tested (leak check and connectivity). It is now stored waiting to be integrated into 10% test setup. 

Prototype service quarter panel (PSQP) has been fully tested with opto boards and transported to SR1 for use in the 10% test. All type 2 cables have been routed in SR1 to reach PSQP. C3F8 cooling connections to PSQP started. Scintillators to implement cosmic ray trigger for endcap have been obtained and are being prepared for installation. Cold box structures have been built and support structure for inverted endcap is in place. Expect to integrate endcap into setup (last step) toward the end of August 06. In addition to this hardware effort, which is being carried out entirely by US personnel, there is a large US participation in the software preparations for the 10% system test, including database development, cosmic simulation, geometry specification, etc. 

Additional OPTO boards

Opto packs for spare opto boards are being manufactured in Taiwan. The final number of opto boards to be made depends on the available opto packs. Expect to complete assembly in September. 

Barrel Type 0 cable recovery

With help of US personnel a manufacturing defect has been identified in the production barrel Type 0 cables (the production was completed in March 06). New type 0 cables are now being manufactured to replace the defective original ones. US personnel have been involved in management of this activity and in cable testing.

3.1.1.1 Pre-Operations 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Start of Pre-operations of Pixel Endcap (LBNL)
	1-May-06
	--
	15-May-06
	Completed (See #1)


Note #1  Pre-operations start when the endcap arrives at CERN. Delays in specification of capillaries have pushed back the transport date by 2 weeks. Transport completed successfully, including testing at CERN.

3.1.1.3 Maintenance 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Complete Spare Modules and Assemblies (LBNL)
	15-Sep-06
	--
	15-Sep-06
	On Schedule

	Spare Opto Board Production/Test Complete (OSU)
	30-Sep-06
	--
	30-Sep-06
	On Schedule


3.1.2 SCT 


Alex Grillo (UCSC) 
The integrated ID Barrel (SCT plus TRT) has been operated successfully in the SR1 surface building. With two sectors of the SCT (468 modules, approximately 20% of the total) operational, cosmic ray tracks have been observed and noise measurements made. The noise is well within specification and shows no signs of interference with the TRT or heaters. 

Cable installation and testing is progressing and should be ready for ID installation.

3.1.2.1 Pre-Operations 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Complete Pre-Operations of SCT Inside ID (UCSC)
	10-May-06
	10-May-06
	30-Jun-06
	Completed (See #1)

	Start Installation of ID Barrel into UX15 (UCSC)
	11-May-06
	15-Jul-06
	15-Aug-06
	Delayed (See #2)

	Complete Intial Test of ID Inside of UX15 (UCSC)
	15-Jul-06
	15-Sep-06
	15-Dec-06
	Delayed (See #3)


Note #1  The pre-operations tests were extended because of various issues that were found during the testing. Most were related to leaks in the cooling system that needed to be fixed. Once fixed, the tests were completed quite successfully.

Note #2  This is the new ATLAS schedule for installation of the ID barrel into UX15. The schedule was delayed for several reasons, one being delays in services installation in UX15.

Note #3  Given the delay in installation of the ID Barrel into UX15, the initial testing will also be delayed.


Alex Grillo (UCSC) 
The focus of work during this quarter has been the operation of the integrated ID Barrel (SCT plus TRT) in the surface building SR1 and the installation and testing of cables in the collider hall. 

A sector of the SCT and TRT near the top of the barrel and a sector of the SCT near the bottom of the barrel were connected to power supplies, readout and cooling. A cosmic ray trigger was created with scintillation counters above and below the barrel. In total 468 SCT modules were in operation. Various noise, calibration and cosmic ray trigger data runs were made. After some effort making the full readout system operational and sorting out various module assignments in the reconstruction software, cosmic rays were successfully observed and fit in the combined SCT and TRT. 

Initially a small increase in noise was measured (average of ~7x10-5) compared to that measured with single barrels at Oxford (average ~3x10-5). Further investigation revealed that the noise decreased to ~4x10-5 after the sensors were under bias for approximately two days. This decrease in noise with time under bias is a well known phenomenon (surface charge effect) but now takes much longer to realize with the sensors operated in dry air. Several tests were run to look for common mode interference between SCT modules, between the SCT and TRT and between the SCT and the Outer Enclosure Heater pads. No evidence of any correlated noise was found. At least for this subset of the ID, the grounding and shielding system appears to be working as designed. 

At the present time, the tracking efficiency, as measured by the offline software, is quite variable, averaging 98% in many areas but as low as 80% in some. Slowly various causes are being discovered and corrected (e.g. the first runs had incorrect thresholds set on some modules). At this time, it is still not clear if the low efficiencies are real or an artifact of some software or database bug. This is still under study. 

Cable installation and testing is continuing in the collider hall. Reasonable progress is being made and it appears now that at least the services inside the cryostat will be complete in time for the ID Barrel to be installed in late August. 

The problems with Patch Panel 1 reported last quarter have been resolved and their proper installation is proceeding. 

U.S. people now working at CERN include Sofia Chouridou, Forest Martinez-McKinney, Jessica Metcalfe, Ken Fowler (all UCSC) and Sandra Ciocio (LBNL).

3.1.2.2 Operations 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Complete Cosmic Ray Test with SCT Barrel
	15-Nov-06
	15-Nov-06
	15-Dec-06
	Delayed (See #1)


Note #1  The schedule for installation of the ID Barrel into ATLAS in UX15 has been delayed. (See pre-operations milestones.) Therefore, the cosmic ray tests in UX15 must be delayed. The cosmic ray tests may in fact extend even later than 15-Dec-06. If this is possible with other installation activities, it will allow more thorough checkout of the ID prior to beam.

3.1.3 RODs 


Abraham Seiden (UCSC) 
All Fabrication is complete. Debugging the RODs is proceeding. Burn in of the RODS is proceeding. There have been request for changes to the VHDL. Work on this is proceeding. The software is operational but updates are continuing.

3.1.3.1 Pre-Operations 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Spare RODs Completed
	1-May-06
	--
	1-May-06
	Delayed (See #1)


Note #1  Fabrication is complete. Debugging and burn in is still active.

3.1.3.2 Operations 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Firmware Upgrades Complete for CERN Requests
	6-Oct-06
	--
	6-Oct-06
	On Schedule


3.2 M&O TRT
3.2 Subsystem Manager's Summary 


Harold Ogren (Indiana University)
TRT Barrel 

The new cooling manifold and active gas manifolds were installed and tested. Several cracked tubes in the system were found and replaced, but all were consistent with a manufacturer error when they were bent at Indiana University. The cooling system was tested continuously at 7 Bar for the entire spring and summer with no additional leaks found.

Cosmic rays

During this period the SCT and the TRT barrel were jointly tested with cosmic rays. 

Two stacks of six modules (total) in the upper region and two stacks in the lower region were read out simultaneously with the corresponding SCT sectors. Cosmic rays were measured and chamber systems were aligned during this very successful test. A very large number of noise tests were carried out that showed that the resolution and operations of both systems is virtually independent of the operation of the other. The large amount of work that had been done on grounding and shielding paid off.

3.2.1 TRT-Subsystem 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	SCT-TRT Joint Test Complete
	10-May-06
	--
	19-Jun-06
	Completed (See #1)

	Barrel and SCT Install in ATLAS
	11-May-06
	16-Aug-06
	9-Sep-06
	Delayed (See #2)

	TRT Complete, EC-C Installed
	6-Jul-06
	5-Oct-06
	5-Dec-06
	Delayed (See #3)

	EC-C Complete, EC-A Installed
	5-Aug-06
	5-Oct-06
	1-Jan-07
	Delayed (See #4)


Note #1  This will dragout until the ID is ready to go into the pit. Tests were completed at forecasted time.

Note #2  Estimates vary when the services will be ready for us.

Note #3-4  schedule has shifted for endcap

3.3 M&O Liquid Argon

Ryszard Stroynowski (Southern Methodist University)
The commissioning of the LAr system is proceeding well. The schedule of individual tasks is modified weekly to fit the availability of manpower and to adjust to problems.

The major effort has been devoted to the commissioning of the front-end electronics on the barrel cryostat. All fibers have been laid out and connectors and all trigger and HV cables have been connected. The crates have been tested and only two boards remained to be replaced with spares before the closing of the access for tests of the solenoid magnet. Front-end system is still missing most of the low voltage power supplies that continue to have major production and acceptance problems. Another review of the situation is planned for September.

The commissioning of the electronics for the endcaps has started but is handicapped by the lack of power supplies and frequent loss of access due to the installations of muon chambers and preparations for the magnet tests.

A cabling mistake of the endcap em-modules has been discovered. The remedy involves a production of several additional summing boards to be installed in the baseplanes of the feedthroughs and a rework of level 1 receiver elements.

The HV tests of the calorimeter barrel modules discovered about 30 shorted channels, some of which are new since the move to the final position.

The attempts to burn the shorts have not been successful and most of them are near the bottom of the cryostat suggesting that dirt particles flowed-in during the filling with liquid Argon. A decision was made to empty the cryostat while maintaining it cold and to refill it back by condensation. It is expected that some of the dirt causing the shorts will flow out during this process. 

The production of additional spares of the preamps has started.

The analysis of the FCal test beam data and a derivation of calibration constants is progressing well.

3.3.1 Mechanical Liquid Argon M&O 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Phase 1&2 (Arizona) - Endcap (A+C) cold test in the pit
	15-Jun-06
	15-Jun-06
	15-Sep-06
	Delayed (See #1)


Note #1  The cooldown is delayed due to magnet tests

3.3.1.2 Operations 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Commissioning of EndcapC in the Pit Complete
	1-Feb-06
	--
	1-Sep-06
	Delayed (See #1)

	Commissioning of Pit Cryogenics Complete
	1-Mar-06
	--
	10-Apr-06
	Completed (See #2)

	Re-commissioning Underground Complete
	1-Mar-06
	--
	1-Nov-06
	Delayed (See #3)

	Commissioning of Endcap A in the Pit Complete
	1-Aug-06
	--
	1-Nov-06
	Delayed (See #4)


Note #1  Schedule change put higher priority on cryogenics for toroid and solenoid than for the endcaps.

Note #2  Started with ~ 1 month delay

Note #3  Awaits endcap A connections

Note #4  has not started yet

3.3.1.3 Maintenance 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Start Barrel HV Operations (SB)
	1-Feb-06
	--
	1-Jul-06
	Delayed (See #1)


Note #1  The cryostat has been emptied and will be refilled with liquid argon to fix shorted channels. Regular operations will start after refill.

3.3.2 Electronic Liquid Argon M&O 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Complete Commissioning of Barrel Optical Links (SMU)
	1-Mar-06
	--
	1-May-06
	Completed

	Complete Commissioning of EndcapC Optical Links (SMU)
	1-Mar-06
	1-Jun-06
	1-Oct-06
	Delayed (See #1)

	Operation of all Crates on the Truck
	30-Apr-06
	30-Jun-06
	30-Oct-06
	Delayed (See #2)

	Operation of all Crates on the Truck stand alone
	30-Apr-06
	30-Jun-06
	30-Jul-06
	Delayed (See #3)

	Commissioning of Low Voltage Power Supplies on the Barrel Complete
	1-Jun-06
	1-Aug-06
	1-Oct-06
	Delayed (See #4)

	Commissioning of Low Voltage Power Supplies on the Endcap C Complete
	1-Jul-06
	1-Aug-06
	1-Nov-06
	Delayed (See #5)

	Commissioning of Low Voltage Power Supplies on the Endcap A Complete
	1-Aug-06
	1-Aug-06
	1-Nov-06
	Delayed (See #6)

	Complete Commissioning of EndcapA optical Links (SMU)
	1-Aug-06
	1-Aug-06
	1-Oct-06
	Delayed (See #7)


Note #1  Schedule change postponed the installation of electronics on the endcaps for after the magnet tests are complete.

Note #2  delay for the magnet tests

Note #3  will work on the final configuration only

Note #4-6  late delivery from MDI

Note #7  coupled to commissioning of crates, which are delayed due to power supplies problems

3.3.2.1 Pre-Operations and Commissioning 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Start Commissioning of Barrel Receiver System (Pitt)
	15-Nov-05
	--
	15-Apr-06
	Completed

	Completion of Documentation of Level 1 Trigger Interface for Liquid Argon and Tile Calorimeters (Pitt)
	1-Dec-05
	--
	1-Aug-06
	Delayed (See #1)

	Complete Commissioning of Barrel Receiver System (Pitt)
	31-Dec-05
	--
	31-Jul-06
	Delayed (See #2)

	Maintenance Procedures for Receiver Modules Complete (Pitt)
	31-Dec-05
	--
	15-Sep-06
	Delayed (See #3)

	Start commissioning of EndcapC Receiver System (Pitt)
	1-Jan-06
	--
	15-Jul-06
	Delayed (See #4)

	Complete Commissioning of EndcapC Receiver System (Pitt)
	1-Mar-06
	15-Jun-06
	15-Oct-06
	Delayed (See #5)

	Start Commissioning of EndcapA Receiver System (Pitt)
	1-May-06
	30-Aug-06
	30-Jun-06
	Completed (See #6)

	Complete Commissioning of EndcapA Receiver System (Pitt)
	30-Jun-06
	30-Sep-06
	30-Oct-06
	Delayed (See #7)


Note #1  Documentation almost complete. Documents need to be updated with final versions of hardware. Technical part of documentation is completed. Report to EDMS needs to be updated.

Note #2  Will be completed after the magnet test

Note #3  Need all FEC crates commissioned to finalize procedures

Note #4-7  Need all FEC crates commissioned


Bill Cleland (University of Pittsburgh) 
During the second quarter of 2006 the Pitt group continued with the commissioning of the L1 branch of the front end LARG electronics. 

As was reported in the first quarterly report, cabling errors in the endcap were discovered as a result of this commissioning process. To compensate for these problems, two changes were made in the hardware: (1) a "patch" card, to be inserted between the warm cables and the baseplane to reroute 4 signals on the 2 FEBs for the Inner Wheel in the EMEC Special Crates, was fabricated at BNL, and (2) two of the S1x16 LSBs, one for the Inner Wheel FEBs and the other for the Presampler in the Standard Crate will be rebuilt with remapping between the input and output that restores the correct order of the signals.

This solution was presented as a proposal in the June LARG week and was approved by the Electronics Steering Group. The patch card prototype has already been produced and is being evaluated now at CERN. The new LSBs (32 of each type are required) are to be completed by November 2006.

The connectivity tests which are carried out in the commissioning tests (which exposed the above-mentioned problems in the EMEC) have also been carried out on the HEC. Here most of the L1 signals have been verified, but some signals are missing. These appear to be due to problems in the data base, which gives the correspondence between calibration pulser channels and FEB channels. The problem is under investigation.

Another test that is under way is to check the relative timing of the different layers. To do this it is necessary to account for all delays in cables, motherboards, and electrodes, both for the signal and calibration pulses. By comparing the calculated arrival time of pulses with the time found from the pulse reconstruction, we are able to verify that all of the delays have been taken into account. Once this work is complete it will be possible to set the delays in the Tower Builder Boards using the calibration system.

Another ongoing project is to set up a timing system to permit the measurement of the relative delays between the barrel and endcap trigger sums. This is required for the trigger towers which are split between the two calorimeters and summed in the receivers. The plan is to construct a small TOF system which will use either cosmic rays or single beams in the LHC to establish this timing. This information is needed before the summing cables in the receiver system can be built, as they compensate for cable length differences in the two L1 signal paths.

Finally, we continue to work on the software needed for cosmic ray pulse reconstruction. Our software already calculates optimal filter coefficients for the calibration signal, and we are now extending this to include the calculation of the pulse shape for the ionization pulse. The transformation requires detailed knowledge of the circuit parameters, which are not completely known for all channels. Algorithms to find corrections to these parameters using the cosmic ray/single beam data are being developed.


Michael Rijssenbeek (SUNY Stony Brook) 
High Voltage Feedthroughs

The HV Feedthroughs are all operational. In the Barrel, all HV Filters have been installed, cabled to the HV Power supplies, and commissioned up to 1200 V with LAr in the cryostat. Some channels have been tested up to 2000 V in preparation for "burning" shorts. This burning has been quite successful in the Preshower (PSB), but gave disappointing results for the EMB. After discussion, the Barrel Cryostat was emptied (after which many shorts had disappeared, at least at 50V), and it is now refilling with the condensation method. The filling will be completed around August 4.

Because the environment around the Barrel HV crate is rather dirty and many installation operations are taking place in the direct neighborhood, we have mounted plexiglass protection sheets above the HV FT and the HV connectors, cables, and bundles, thus preventing direct disturbance of the area.

Dry air with a flow restricting nipple is now available at the HV crate. A connection to the Filterbox is being prepared.

HV Filters for the Endcap have been mostly removed in order to mount interlock pins on the HV front panel connectors. They will be re-installed at the appropriate time. Our technician, Jack Steffens, is on-site at CERN, and will assist with the interlock pin installation and the connection to the dry air supply.

Four HV Filters are still in Stony Brook for modifications by Vito Manzella. A single special module for the EMB C-side is being prepared (mixed monitor/spare EMB channels on channels 0-4, 8-12/ 20-23 respectively in the "top" connector).
Low Voltage Power Supplies (LVPS)
Howard Gordon (BNL)

The retrofitting of the LPVS continued during this period. Some unites needed capacitors replaced, but all needed new inductors on the high current modules and Belleville washers installed. A new air cooling manifold was produced at BNL to try to extend the life of the LVPS. One unit was powered over a period of three months but then failed. An analysis is being done. Also many supplies from the vendor failed when tested at BNL or after one week burn-in at BNL and then transported to CERN. We need to understand those failures. 

John Parsons (Columbia University (Nevis Laboratory)) 
Commissioning of the FEBs on the EMBarrel continues, though hindered by the lack of final LVPS. 

Commissioning of the FEBs of the EC-C is continuing, led by Dominik Dannheim. Given the recent shift of TC priority to EC-A, commissioning of EC-A has also started. The first EC expert week was held successfully in June.

Repairs of FEBs at CERN are continuing, using the infrastructure of the CERN SMT workshop.

The FEB accelerated lifetime has been stated at Nevis. Currently 6 pre-series FEBs (of which 3 are also equipped with preamps) are being operated continuously at 50 deg C in an environmental chamber, and are being monitored for any changes or failures. After the first few weeks, nothing anomalous has yet been observed.

3.3.2.3 Maintenance 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Long Term Burn-in of FEBs at BNL Complete
	1-Jun-06
	--
	1-Jun-06
	Completed


3.3.3 Beam Test 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Operation of the first production FEB in a System Crate
	30-May-06
	--
	30-May-06
	Completed

	Protvino Engineering Run (Arizona)
	25-Aug-06
	--
	25-Aug-06
	On Schedule


3.3.3.1 FCal Hadronic Tail Measurement 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	FCal Electrical Test Bench Completed (Ariz)
	20-Apr-06
	--
	20-Aug-06
	Delayed (See #1)


Note #1  We were forced to temporarily abandon this project when a different time-critical project demanded the manpower.


John Rutherford (University of Arizona) 
There is an HV short on one of the four FCal3A summing boards in the EndCap A cryostat which is now in the ATLAS cavern. This short developed while the cryostat was filling with liquid argon for the B180 Cold Commissioning. We designed and built a “burning box” (a series of capacitors in parallel which can be switched in and out and a resistive connection for a power supply to charge them up) and tested it on artificially created shorts on a spare summing board at Arizona. After learning the limits without significant damage to the summing board we tried it out in February when the cryostat was in SX1 at the surface. We failed to clear away the short at that time. Some wondered if the argon atmosphere in the cryostat might have provided a way for the current pulse to shunt around the debris causing the short. So we started testing our “burning box” on our spare summing board while in a nitrogen atmosphere. Then in June when EndCap A was filled with gaseous nitrogen Savin tried again to burn the short. Again no success. At the same time he repeated his full battery of tests from the baseplane before the FEC was installed.

The FCalchik (a small sample of FCal electrodes in a short copper matrix) for the Protvino high radiation exposure test now has the connections to the cooling channels in place. Detailed calculations to guide our test program are progressing. And detailed plans for performing the test with adequate monitoring of the beam are coming together. The July technical run at CERN has now been down-graded because the SPS beam will not be available as originally planned. So Savin will plan to be at CERN in September for the second part of the technical run. Rutherfoord will still participate in the now less aggressive first technical run with the electronics and DAQ.

Plans for the test of the Orsay calibration board have intensified as the time approaches. Rutherfoord will spend most of a week at Orsay in early July to test the latest fixes in the FCal calib board in a special FCal baseplane. Orsay performs their tests on the bench but the instabilities they have found (with our help) and eliminated on the bench might reappear in a more realistic environment. Rutherfoord will collect enough baseplane terminators from CERN to take to Orsay to make the tests as realistic as possible. This calibration board is now urgently needed in the ATLAS cavern for the commissioning effort so time is getting tight.

The threat to change the FCal preamps for ones with a different gain now seems to have passed. The electronics group was able to find barely enough of the 5 mA variety to populate all of the FCal FEBs and the other FEBs as well. They also have a plan to produce sufficient spares by modifying preamps with a different gain to the 5 mA variety.

We are still maintaining some momentum on the analysis of the FCal Calibration Test Beam Run of summer 2003 from the big push we mounted in February and March. The very important beam-cleaning code is coming along nicely. We should be able to eliminate most cases of overlapped beam particles giving twice the energy, beam particles hitting the beam pipe and contributing lower energy spray, and many other anomalies. And we should raise the efficiency of our particle ID while also improving the rejection of the unwanted particles.

3.4 M&O Tile
3.4 Subsystem Manager's Summary 
Larry Price (Argonne National Laboratory)
During the period of April-June of 2006, the focus was on commissioning the readout systems for the Barrel Calorimeter.  During this period, we gained considerable experience with the temporary over-voltage protection (OVP) circuits added to the low voltage power supplies after the difficulties in January.  It was learned that the OVP added considerable instability to many power supplies, making the work of commissioning the drawers more slow and tedious than it should be.  During the same period, orders were placed for sample quantities of a longer-term fix involving a smart controller for the power supplies, but none were yet received for trial.  The problems of the power supplies have significantly delayed aspects of Tile commissioning, while adding to the total quantity of work to be accomplished.  The major question in this regard is whether the smart controller solution will be adequate.

Other aspects of commissioning proceeded more smoothly and successfully, including software development for monitoring and recording of commissioning and performance results.  Earlier problems with power supplies added to the work of repairing 3-in-1 cards and other electronic components, but the repairs were made smoothly. Modifications to the cabling were performed to address two problems. Ferrites were added to the cable bundles to attenuate common mode noise associated with the power supplies. Also, capacitors were added to the receiving end of the long CANbus cables used to control the PMT high voltages in the drawers. By the end of this reporting period about 56% of the barrel modules had been equipped with both ferrites and capacitors and an additional 16% had ferrites only. For the extended barrel modules 100% are equipped with ferrites and capacitors.  MSU and UTA devoted considerable time to completing the installation of the MBTS scintillator counters along with the associated moderators and to beginning the calibration and testing of the scintillator systems.
3.4.1 TileCal - Specific Costs 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Complete Module-by-Module Commissioning of Barrel
	30-Apr-06
	30-Aug-06
	1-Nov-06
	Delayed (See #1)

	Complete Initial Calibration of Barrel
	31-May-06
	31-Oct-06
	15-Jan-07
	Delayed (See #2)

	Begin Module-by-Module Commissioning of Extended Barrels
	15-Jun-06
	15-Jul-06
	1-Oct-06
	Delayed (See #3)

	Begin Barrel Data Taking with Cosmic Rays and Full DAQ System
	1-Jul-06
	1-Aug-06
	21-Jul-06
	Delayed (See #4)

	Version 1.0 of Diagnostic/Monitoring Software
	31-Jul-06
	--
	31-Jul-06
	On Schedule

	Complete Module-by-Module Commissioning of Extended Barrels
	1-Nov-06
	1-Nov-06
	1-Mar-07
	Delayed (See #5)


Note #1  The need to retrofit low voltage power supplies with safety and anti-noise protections have delayed module commissioning.

Note #2  The need to retrofit low voltage power supplies with safety and anti-noise protections have delayed module commissioning.

Note #3  The need to retrofit low voltage power supplies with safety and anti-noise protections have delayed module commissioning.

Note #4  The delay is not worth a comment.

Note #5  The need to retrofit low voltage power supplies with safety and anti-noise protections have delayed module commissioning.

3.4.1.1 Pre-Operations 
Joey Huston (Michigan State University)
During the period of April-June of 2006, the primary work that went on was in regards to the installation of the ATLAS calorimeter. Technicians Mike Nila and Ron Richards, graduate student Brian Martin and faculty Joey Huston were involved in: (1) preparation and installation of the moderator mounted to the C forward cryostat (2) preparation and installation of the Minimum Bias Trigger Scintillators and the cryostat scintillators and assistance with the gap scintillators and (3) the light-sealing of the above counters. A considerable time was also spent working on cabling and modifications of the low voltage power supplies plus other miscellaneous tasks at CERN related to installation and maintenance.


James Pilcher (University of Chicago)
(a) Repair and Maintenance of FE Electronics

During this period, a total of 72 3in1 cards was repaired, tested, and returned to CERN. About half the failures were associated with the FET switches used for charge injection calibration which are operating close to their maximum voltage rating. All cards were retrofitted with more robust output cabling prior to being returned.

(b) Commissioning and Integration work

Chicago continues to maintain a team of 5 people resident full time at CERN to contribute to commissioning and integration work. Three are supported by Research Program M&O funding.

During this period cabling and routing of services to the barrel TileCal modules was largely completed. The final cooling system is installed and available for use by 75% of the barrel modules. 

Modifications to the cabling were performed to address two problems. Ferrites were added to the cable bundles to attenuate common mode noise associated with the power supplies. Also, capacitors were added to the receiving end of the long CANbus cables used to control the PMT high voltages in the drawers. By the end of this reporting period about 56% of the barrel modules had been equipped with both ferrites and capacitors and an additional 16% had ferrites only. For the extended barrel modules 100% are equipped with ferrites and capacitors.

Small scale tests by Giulio Usai indicate that the ferrites on the output lines from the power supplies successfully eliminate the power supply noise from the calorimeter signals.

Serious problems are being encountered with the stability of the finger low voltage power supply (fLVPS) packages. The component PCBs are all tested prior to assembly in the package but about 60% of the packages fail a final system test prior to installation on the detector. Once installed on the detector, about 35% of the assemblies fail and require replacement. It is believed that the problem is associated with a temporary over voltage protection circuit added when the original circuit failed to perform as required. At the end of this reporting period 17% of the barrel modules had been equipped with fLVPS packages.

In late July the calorimeter endcaps will be connected to the barrel for magnetic field tests. During this period a cosmic ray run is planned to assess the operational performance of the system.


Robert Stanek (ANL)
During the April-June 2006 period many members of ANL have contributed to the M&O effort of the LB and EB at CERN. Leon Reed, Larry Price, Tim Nephew, Heuijin Lim and Bob Stanek have all contributed significant effort.

Tim Nephew, a technician, worked in the testing of cables for the two Extended Barrels and fixed mistakes on the barrel. With Dave Forshier from Urbana, Tim validated cables in the lab and installed connectors underground. The PL likes to maintain a scenario where there is at least one general-purpose tech available, preferably an American. Tim was this guy for most of his time and flowed easily from one task to another.

Leon Reed, an EA, has devoted his time to testing and repair of electronics drawers and to the urgent needs of the finger power supplies. The modifications needed are extremely labor intensive, and Leon has done a large share of the needed work. In addition, Larry Price was assigned the role of LVPS team manager, something grossly overlooked in the past. Larry is responsible for maintaining the QC and production of the power supplies. With Larry's role and effort, we can say that finally we are starting to look at detector properties rather than power supply properties to fix.

Bob has done more than his share of installing LVPS in the pit and making modifications to the power lines by installing ferrites to minimize common mode noise, and installing capacitors on CANbus connectors on the LB in order to make CANbus function at design CAN_V+.


Steve Errede (University of Illinois, Urbana-Champaign)
During the April-June 2006 period two members of UIUC, David Forshier and Irene Vichou continued to contribute to the commissioning of the TileCal detector, now fully assembled in the underground cavern UX15.

David Forshier, a technician, worked in the validation and QA of trigger cables for the two Extended Barrels. He fulfilled this work with a very good efficiency and well in advance wrt the installation needs. Each cable brings to the LVL1 trigger the signals from all the towers of one module, it is complicated to test connectors and integrity. David helped in other services activities, like the modification of CANBUS daisy chain cables around the two Extended Barrels and he showed flexibility in moving from one task to another.

Irene Vichou has continued to work on the commissioning of the TileCal detector, being the run coordinator for the phase I operations and the phase II coordinator (together with Christophe Clement). In both cases her role is to evaluate the priorities and feasibility of several subtasks and to plan in such a way that there are no conflicts and intermediate milestones are fulfilled in order to reach the full operation with the expected performance.

Concerning phase I (detector standalone operation) the following achievements have been made:

- Fulfillment of the connection of the Barrel part to the services provided by the Technical Coordination.

- Final certification of the FE electronics of the full barrel.

- Equipment of 1/4 of the Barrel with LVPS which have to be studied systematically for robustness and stability of operation.

- Extended checks of the FE electronics operation using the final RODs for readout and commissioning exercises.

- Very well elaborated procedures to evaluate with data the operation of the hardware in a very user friendly manner. This will facilitate the detection of problems or the decision making for an element to be certified.

Concerning phase II (integration with systems as Trigger, DAQ, DVS, other calorimeters):

- We have defined real milestones for the intermediate steps till October for the integration with the above systems.

- Integration with the ROSs in the DAQ part is in good progress, TileCal signals were given to the LVL1 calorimeter group for testing.

- Using a local back-to-back tower TileCal trigger, we have defined a combined run with the LAr EM calorimeter for mid-July for purposing of matching events together to common runs with cosmic muons.

Irene, as the responsible for the definition of the EM scale of TileCal for data-taking (starting point for calibration) gave a summary talk on this subject at the ATLAS Hadronic Calorimeter Calibration Workshop held in MPI, Munich between 3 and 5 of May.

3.4.2 Calibration & Monitoring 

3.4.2.1 Pre-Operations 
James Pilcher (University of Chicago)
During this period Chicago graduate student Martina Hurwitz has been the co-leader of Team 5, responsible for monitoring the test and calibration data collected with the operational calorimeter modules. She has been working with Chicago students Imai Jen-La Planet and Eric Fang to streamline the process of extracting calibration constants using the charge injection system. In particular, a number of modifications and improvements are being made to Athena to facilitate the process.
3.5 M&O Muon



3.5 Subsystem Manager's Summary 
Frank Taylor (MIT)
At the end of June-06 some 20 BW sectors - all 16 of BW-C and 4 out of 16 of BW-A were assembled, tested and stored. In addition, 8 EIL4 stations were integrated with their corresponding TGCs and alignment bars and tested. No more EIL4 stations were installed in UX15 other than the previously reported Sector 13 Sides A and C. 

The assembly of BW sectors in B180 proceeded well but continued to be threatened with delays following the uncertain deliveries of aluminum from Russia and storage tooling from Pakistan. Space for storage of completed sectors in B180 remained an issue and more space will have to be found since it is likely that the TGC1 installation in UX15 will not be completed before all the sectors of BW-A are assembled. 

The integration work of the ECT-C in B180 Jura end was ongoing and it is not likely that the work will be complete by the end of Summer 06. This impacts the storage of Sectors for BW-A and later the assembly of the SWs in B191. 

The quality of welding in 5 of the main structural members of the BW-C sectors was judged to be substandard and had to be reworked. An Israeli company hired by Mikenberg came to CERN and performed the repair at a very high standard. 

Quality problems continued to plague the assembly of the EIL4 aluminum frames made in Dubna, Russia. Some were warped so badly that they had to be reworked at CERN. This has contributed to delays in the completion of the EIL4 stations. 

The delivery of alignment parts remained mostly ahead of the critical path (defined by the mechanical assembly of BW sectors and EIL4 frames) but a few deliveries of BW alignment bars have been very close to their time of need and one bar had to be substituted for another in order to make the installation schedule. (All BW bars are identical.)

A flaw (timing jitter) was found in the CSM4 communication link to the RODs which limited their data transfer rate to 25 MHz. While this level of performance is adequate for most of the barrel chambers, the Michigan electronics group proposed a modification of the board that can be done at CERN that significantly reduces the timing jitter and allows the CSMs to run at their designed 50 MHz without error. An assessment of the work involved to upgrade the CSMs is in progress. It is likely that the upgrade will be performed on the endcap chambers where the data rate is high and on barrel chambers that can be accessed. 

The integration and testing of CSC proceeded in B184 with BNL, University of Arizona and Stony Brook personnel. At the end of June 06, approximately 1/2 of the 32 stations were integrated and electrically tested. Still to do is the installation of alignment parts and their measurement on the frames with the CERN CMM. This task is scheduled for late summer.

3.5.1 MDT Pre-operations, Operations & Maintenance 

3.5.1.1 MDT Pre-Operations 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Complete all 16 EIL4 MDT-TGC Assemblies
	14-Mar-06
	--
	1-Aug-06
	Delayed (See #1)

	Start SW Side C Assembly in B191
	1-May-06
	--
	1-Oct-06
	Delayed (See #2)

	Complete all 16 Sectors BW-C
	30-Jun-06
	--
	30-Jun-06
	Completed (See #3)

	Start of Phase 111 Commissioning in UX15
	1-Aug-06
	1-Aug-06
	1-Oct-06
	Delayed (See #4)

	Start of Phase 3 Commissioning in UX15
	1-Aug-06
	1-Aug-06
	1-Oct-06
	Delayed (See #5)

	Complete 12 Sectors BW-A
	30-Sep-06
	--
	30-Sep-06
	On Schedule (See #6)

	Pre-operations of MDT Chambers - Phase 2 (Boston)
	30-Sep-06
	--
	30-Sep-06
	On Schedule (See #7)

	Pre-operations of MDT Chambers - Phase 2 (MIT)
	30-Sep-06
	--
	30-Sep-06
	On Schedule (See #8)

	Complete all 16 Sectors BW-A (Additional 4)
	15-Jan-07
	--
	15-Jan-07
	On Schedule (See #9)


Note #1  Delayed. Two EIL4 stations (EIL4A13, EIL4C13) are now installed in UX15, six are ready for installation (EIL4A05, EIL4C05, EIL4C03, EIL4A03, EIL4A09, EIL4C09) and four more are being prepared for installation (Sectors 1 and 7).

Note #2  The SW is significantly delayed - primarily due to the delays of integrating the ECTs. The plan for the SW construction is to start the tooling construction and commissioning in B191 after ECTA exits for its 80-degree cold test in Sep-06. Following the completion of ECTC in late summer 06 the SW team will start installation of chambers in the first SW.

Note #3  BW-C surface assembly (16 sectors) was completed at the end of May-06.

Note #4  The critical path for the MDT installation and commissioning is set by the installation and commissioning of TGC1 that has to go in first. The installation of TGC1 is expected to commence in mid-Jul-06 making the installation of MTD-C in October 06.

Note #5  Scheduled date is the best estimate at this time. However, the TGC1 C-side wheel has to be installed first and many items of tooling need to be designed, constructed and commissioned. Discussions have started with the ATLAS commissioners and within the US community on how to organize this task.

Note #6  A plan has been made and is being closely watched that has the completion of Side A at the end of Sep-06. In order to succeed the timely delivery of aluminum for the sectors is needed as well as additional storage space in B180. The concrete blocks for the storage space have been rigged into place.

Note #7  The BU workforce will be augmented in late July with the addition of a student and senior tech.

Note #8  A student from MIT has been working on the Phase II commissioning of MDTs in B180 since November. He will be in residence at CERN until the end of June. At the beginning of June another student has come onboard and assumed the same duties.

Note #9  Plans are in place to finish the BW-A by October 06 - a tenable plan assuming the availability of sector aluminum and Pakistani crew.

3.5.1.4 MDT Spares - Mechanical and Electronics 


George Brandenberg (Harvard University) 
We have completed the retesting of MDT mezz boards returned from CERN, and have repaired those that needed new chips and connectors. There is currently a large shipment of boards ready to be returned to CERN where they will be stored as spares. The work is being done by Sarah Harder.

In our machine shop we continue to make various gas fittings and brackets as needed for the chamber mounting operation at CERN. This work is being done by Steve Sansone.

We will have two students at CERN this summer to work on the phase 1.9 commissioning of chambers before they are mounted. At the beginning of the summer Verena Martinez Outschoorn and Steven Cavanaugh were doing this work and on July 1 they were replaced by Ben Smith and Ohkyung Kwon.

3.5.2 CSC Pre-Operations, Operations & Maintenance 

3.5.2.1 CSC Pre-Operations 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Start CSC Installation & Phase 11 Commissioning on SW in Bldg 191
	1-Jun-06
	--
	1-Oct-06
	Delayed (See #1)


Note #1  Delayed because the ECTs are delayed in B191. The integration of the CSCs with their spacer frames has started at CERN. This work is expected to be complete by 30-Aug-06, well in time for the SW installation. At the end of June all CSC1 chambers were integrated with their support frames and tested in B184 at CERN. Alignment parts remained to be integrated and measured on the CMM at CERN.

3.5.3 Alignment System Pre-Oper.'s, Operations & Maintenance 


Frank Taylor (MIT) 
Production of alignment components remained ahead of the critical path but a close watch on the shipment of completed bars from Freiburg was maintained.

3.6 M&O Trigger

3.6 Subsystem Manager's Summary 


Andrew Lankford (University of California, Irvine) 
Pre-operations activities included maintaining the Region-of-Interest Builder (RoIB) hardware and software, maintaining hardware of the Pre-series system, and setting up RoIB test stands. Rack commissioning continued, as did network commissioning. Considerable effort was invested in software commissioning, including performance and scaling tests. Commissioning of detector systems was supported, particularly through commissioning detector systems with the Readout Subsystem (ROS) and in developing software tools for monitoring and calibration. Commissioning and debugging of TDAQ systems was also supported, including development of software for automated testing. The Pre-series system was operated, including for tests of 24-hour duration.

Considerable maintenance was performed on software that is a U.S. responsibility. Maintenance ranged from bug fixes, to accommodating to changes in other software or operating systems, to implementing new functionality that experience has shown is needed. In the DAQ area, much of the maintenance activity focused on Monitoring services and the Level 2 Processing Unit (L2PU). In the HLT area, maintenance activity focused on frameworks, the Event Filter, and muon algorithms. System administration activities are ongoing.

3.6.1 Pre-Operations 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Begin Operations Cosmic Ray Support
	1-Oct-06
	1-Oct-06
	1-Sep-07
	Delayed (See #1)


Note #1  Operations Cosmic Ray Support will begin after the LHC beam pipe is closed, which is currently scheduled for end of August 2007. Meanwhile, the TDAQ system is operated in support of ATLAS detector system commissioning.


Bernard Pope (Michigan State University) 

Unfortunately, MSU postdoc Gianluca Comune left Atlas at the end of March 2006. It is hoped that new MSU postdoc Alessandro Di Mattia will continue Comune’s work on the Steering infrastructure. Alessandro Di Mattia commenced working for Michigan State University at the start of June. He is actively involved in the following topics:- Production of the documents for the muon HLT review, the endcap extension of muFast, finalizing muComb reconstruction, the integration of the Level-2 muon into the online testbed using 11.0.5. In addition, Di Mattia is providing support for debugging the cabling maps for the MDT and RPC detectors (which he wrote). This work is going on since the cosmic ray data taking of the muon spectrometer has started. This is also strongly connected with the commissioning of muFast.

The rack DCS work continues. The necessary equipment for the first stage of the DCS installation in USA15 (2 racks) was ordered. A summary of the DCS work was presented during the TDSG meeting in April. The PVSSII system on the test setup in Building 40 was upgraded and a simple temperature sensor panel in PVSSII was drafted. The table for the DCS cables in the USA15 level 1 was prepared. The poster "ATLAS DAQ/HLT rack DCS" was presented on X Pisa Meeting on Advanced Detectors. The TDAQ DSC PCs have been delivered and the installation data was prepared. The ELMB fixation inside the DAQ racks in USA15 was defined, components ordered and installation started.
3.6.1.1 Supervisor RoI Builder 


Robert Blair (ANL) 

Extensive testing of the RoI Builder and Supervisor packages in the

new TDAQ release was done. This mainly involved testing of the STOP transition timeouts and support for templated applications.

Work was done to allow for testing of data integrity in preparation for the integration testing with various LVL1 components. This mainly involves setting up a software framework to compare data which arrives via the RoIB to data buffered directly from the LVL1 system in the readout.

Jim Schlereth participated in some testing of the newly installed RoIB system at point 1. Preparation has begun for porting software to SLC4. Some driver work may be needed since the RoIB and supervisors are two of the few LVL2 elements that need specialized hardware drivers (VME based SBC's and FILAR's). In anticipation of an enhanced need for support at CERN a new hire, Jinlong Zhang, will be present at CERN for testing, troubleshooting and configuration starting in Sept.
3.6.1.3 Programming Support 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Operation of a multi-node test bed for integ/testing/debug & performance Optimization of HLT code (Wisc)
	30-Sep-06
	--
	30-Sep-06
	On Schedule

	Support of HLT SW installation in point 1(HLT installation image) (Wisc)
	30-Sep-06
	--
	30-Sep-06
	On Schedule



Andrew Lankford (University of California, Irvine) 

Pre-ops Hardware Maintenance

Ciobataru, Stancu, and Unel participated in maintenance of the Pre-series hardware.

Pre-Ops Hardware Commissioning

Ciobotaru commissioned control switches for the Readout Subsystem (ROS).

Pre-Ops Software Commissioning

Kolos coordinated testing of monitoring software in preparation for TDAQ release 01-06. Unel completed updating the scripts for database generation for the release. Corso-Radu participated in release testing. Unel commissioned the release tdaq-01-06 on the Pre-series system.

Ciobotaru and Stancu worked with the DAQ Controls group to determine how to integrate the network monitoring and supervision software with the TDAQ run-control system.

Wheeler developed a list of baseline tests for the Event Filter infrastructure software, and used them to test the software.

Unel and a student continued Dataflow performance studies using the Pre-series system, including work on inclusion of HLT algorithms. Wheeler is investigating the possibility of Large Scale Tests of the TDAQ software on the Manchester (UK) Tier 2 Grid cluster. Initial tests have been successful, and planning has been initiated.

Pre-ops Detector Support

Throughout the period, Kolos worked with detector groups on the usage of monitoring tools for their commissioning and on their resource requirements for monitoring. He coordinated drafting of a requirements document for the Data Quality Monitoring (DQM) framework. Corso-Radu also participated in this work. This new tool will be part of the TDAQ release, and it will be used by a normal shifter in day-by-day data taking activities. The purpose of DQM is to apply specific analysis algorithms to various types of monitored data (histograms, counters, etc.) and to generate alarms when deviations from standard reference values are encountered. A summary of the analysis results will be presented to the shifter, and, based on this summary, the shifter will make a data quality assessment for each data taking run. The requirements document is now publicly available at: https://edms.cern.ch/document/719917/1.0. Kolos worked with the Computing working group to make certain that this framework can be used offline in the CERN Tier 0. Corso-Radu started the design of the DQM framework. Kolos developed some new monitoring tools. 

Stancu participated in selecting network equipment and IP address allocation for the ATLAS Technical and Control Network (ATCN), which is network infrastructure at Point 1 that is independent of the TDAQ data and controls networks. He participated in discussions of deployment of remote farms for detector monitoring and calibration, and he supported testing.

Unel worked on the commissioning of the Readout Subsystem (ROS) PCs for the Liquid Argon system and on debugging the detector segments with the LArg working group.

Pre-Ops TDAQ Support

Ciobotaru tested custom web-based switch monitoring software on the performance testbed at CERN. This software proved useful for studying bandwidth utilization. He also began work on mpNetPerf (Message Passing Network Performance Tools). The aim of the project is to provide a set of tools that will measure the network performance that can be achieved on top of the ATLAS/DAQ networking libraries. The tools will use the same low-level primitives as the DataCollection applications (i.e. the Message Passing libraries). When users experience slow response from the applications, mpNetPerf will determine if the problem is in the network or is due to a misconfiguration. The requirements document was written and reviewed. Prototypes implementing basic functions were completed.

Unel started implementation of templated databases for the HLT, completing the LVL2 part. He also improved automatic generation of configuration for Readout Subsystem (ROS) commissioning and for TileCal and LArg commissioning.

Kolos participated in preparations for tests on the Pre-series system to evaluate the hardware requirements for Control, Configuration, and Monitoring services for the running experiment.

Wheeler is working on pre-loading of simulated data in the Readout Subsystem (ROS) in order to test HLT algorithms deployed in the Pre-series system.

Unel worked on Readout Subsystem (ROS) commissioning. Plans call for all ROS nodes to be commissioned by end of August.

Pre-ops Operations

Ciobotaru continued studies of sFlow, a statistical sampling technology, as a tool for monitoring the operation of the Dataflow network. Ciobotaru and Stancu debugged a network problem on the TDAQ testbed. 

Corso-Radu, Unel, and Wheeler finished preparing for a 24-hour run of the Pre-series system, including preparations of the Trigger, Timing, and Control (TTC) system and of the control room. The system was then run for 36 hours in April, while testing its robustness in various ways. Tests were performed again in May, and are planned again for the near future.

TDAQ release tdaq-01006-00 was installed at Point 1.


Werner Wiedenmann (University of Wisconsin, Madison) 

The Python scripts for automatic partition testing were ported to TDAQ release 1.4.1. They were integrated with the new PartitonMaker tool and the TDAQ shifter tools. The scripts were also incorporated into the HLT installation image 0.6.1. With the new scripts tests were performed on the TDAQ pre-series machines using up to 30 nodes and automatically generated partition files. Offline release 11.0.5 was used to run the e/gamma HLT selection code in a distributed Level-2 system.

When running the tests, several problems in the offline - the HLT - and the dataflow code were identified and fixed. Dataflow problems were identified when requesting ReadOut Buffer (ROB) fragments from the Read Out System (ROS) in the Level-2 processing unit and for event building. Under certain circumstances an overflow in the dataflow message passing could occur and cause data corruption or application crashes. Fixes were provided for TDAQ release 1.4.1 and 1.6.0. Memory leaks, problems with the configuration of the Geometry and the HLT Steering in Level-2 and problems in reading or writing bytestream data were found and fixed in offline releases 11.0.5 and pre-11.0.6.

For preparation of a distributed dataflow system with a full calorimeter selection slice, online histograms from the HLT software were integrated into the setup (in collaboration with T.Bold). Bytestream files and ROS configurations were prepared for test runs in Point 1 and on the Wisconsin test bed.

3.6.2 Operations 


Bernard Pope (Michigan State University) 

The equipment for the ROIB test setups was partially delivered; namely the 3 Single Board Computers (SBCs) and 24 optical cords arrived. The 10 FILAR cards and 14 HOLA cards were ordered and the remaining cards will be ordered later. An inventory number for the ROIB setup was requested. Ermoline prepared an abstract and summary for the 12th Workshop on Electronics for LHC and future Experiments to be held in Valencia in September 2006: "ATLAS TDAQ RoI Builder and the Level 2 Supervisor system". 

With reference to the RoIB test setup, the new Purchase Order from MSU arrived and the remaining SLINK cards (13 FILAR + 6 HOLA) were ordered. The new batch of ROIB cards arrived from ANL (Timing + 3 ROIB Input + 2 ROIB Builder cards). These cards were installed in the VME test crate in Building 32, tested and then moved to the ROIB crate in USA15 together with the printed circuit board version of the J2 backplane. 

A new EPROM was installed on the TTC LDC card and one more TTC LDC card was received from ANL. Ermoline participated in TDAQ meetings during the TDAQ week at CERN, namely in the joint LVL1-RoIB discussion on time-schedule.

The contents of the ROIB rack and crate were updated in the Rack Wizard and re-installation of the equipment in the ROIB rack was performed.

The paper "ATLAS TDAQ RoI Builder and the Level 2 Supervisor system", that was submitted to the LECC06 in Valencia, has been accepted for oral presentation.

3.6.2.3 Programming Support 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Support event read out library for detector commissioning & Cosmic Run (Wisc)
	30-Sep-06
	--
	30-Sep-06
	On Schedule

	Support for HLT Application Framework for detector commissioning & Cosmic Run (Wisc)
	30-Sep-06
	--
	30-Sep-06
	On Schedule

	Support of Level 2 Framework for detector commissioning & Cosmic Run (PSC) (Wisc)
	30-Sep-06
	--
	30-Sep-06
	On Schedule



Andrew Lankford (University of California, Irvine) 

Ops – Software Maintenance

Kolos performed bug fixes in the Event Monitoring, Error Reporting, and Online Histogramming components of the basic monitoring services, and he produces release notes for this software. He added some new functionality to the Error Reporting service. He also interacted with the DAQ Controls group regarding the synchronizing of histogram gathering and archiving at the end of each run. 

Stancu evaluated the performance of the 2.6 Linux kernel for network trunking, considering the issue of network reliability for TDAQ fileservers. He also contributed to the specifications for Broadcom drivers for the new CERN Linux release.

Bold worked on histogramming for monitoring of HLT algorithms, including implementation of timing tools. He also worked on bug fixes in the HLT steering package, and added monitoring there. He also worked on some redesign of the Steering.

Unel is evaluating SLC4 as the operating system for the ATLAS technical run. He also debugged DAQ drivers and debugged IPMI problems.

Ops - Operations

Unel continued to co-lead the System Administration group, and substituted for system administrators on vacation. He also specified the resource requirements (~10 FTE) for system administrators through 2009.


Werner Wiedenmann (University of Wisconsin, Madison) 

The Level-2 test application was ported to the most recent version of the TDAQ Error Reporting System (ERS) and OKS DAL interface. To comply with offline releases 11.5.0 and 12.0.X and with the most recent TDAQ releases

(TDAQ-common-01-04-00 and TDAQ-01-06-00) and in preparation for the cosmics run release the HLT framework was updated. The changes included modifications to the Gaudi framework for multi threading, error handling and job configuration. For the HLT framework the Steering Controller's configuration module was rewritten and the Steering Controller was integrated with the new ERS. A Gaudi Service was written to directly forward Athena/Gaudi messages to the new ERS. The framework was updated to support the new offline job configuration system ("Configurables") and tests were done to integrate offline "Configurables" also with the trigger configuration database. Further all packages were updated to compile with gcc 3.4.4, and gcc 3.4.5, which is required for use with the next supported operating system platform SLC-4.

2 pre-releases with a subset of the HLT code were build on the trigger development cluster to allow developers from different detector communities to test and integrate their algorithms with the new framework.

3.10 M&O Technical Coordination 
David Lissauer (Brookhaven National Laboratory)

Barrel Calorimeter Services & Commissioning:  The Barrel Calorimeter is now cold and full of LAr.  HV is being turned on sector by sector and bad channels are being investigated there are some areas that do not support HV – however we do have redundancy in each readout cell. (Left and right side HV are independent). The plan now is to see if they weak areas can be burnt. In the mean time commissioning of the readout electronics and control system is progressing. HV power supplies are still on the critical path and are being installed as they arrive. 

Pixel Installation:  At the Technical Management Board (TMB) meeting in April 2006, I gave a report on the result of the Pixel Installation Task Force. It was decided that the Pixel would be installed from Side C.  As a result of these studies potential conflicts with the big wheel installation were found. The resolution of this conflict will take time and will be studied in the next month or two. 

EC Calorimeter Docking:  The EC calorimeter docking scenario has been worked out.  A decision on the shims needed between the EC and Barrel to supply magnetic continuity has been established. The shimming of the EC will take place in the next few weeks.
EC-C&A Calorimeter Placement and Assembly:  The EC – A has been moved by ~ 2 meters from the assembly point on the rails to its nominal open position. At this point the cable schleps can be connected to the Calorimeter and services connection can start. 
EC Muon Integration JD/SW Review:  Some progress has been made in the assembly of the JD. The Disc has been turned and the installation of the nose cone is in progress. Some of the components are out side their manufacturing tolerances and need additional machining before they can be mounted. A meeting to discuss the detail plan for the SW assembly took place. This is coupled to some extend with the ECT schedule – due to some space conflict. Still a lot can be done with the available space.

ATLAS Upgrade Project Office meeting:  The meeting of the Upgrade Project office took place on April 28th. There is some progress on defining a baseline for the electronic readout and the different options that still exist are being identified. The aim is that by the end of ’06 dedicated workshops for the calorimeter and Inner detector upgrade will take place. By that time a baseline plan will be identified and main R&D programs started. 

ATLAS Upgrade- Layout meeting:  A layout advisory group meeting took place. The layout advisory group aim is to help the steering group and the Project office in defining a baseline for the ID layout. 

ATLAS Upgrade – Beam pipe:  A meeting to define the beam pipe upgrade took place.  There will be different stages to the upgrade.  Ray Veness from the Machine Vacuum Group will coordinate.  We will try to establish collaboration on this development with other labs interested in specialized beam pipe design.  There is a potential interest at RAL, NIKHEF and possibly in the US.
Operation Model:  A task force of six people has been appointed to develop a sharing responsibility between the different ATLAS collaborators. With Marzio and Steinar we started to develop a job sharing classifications that will classify each of the service jobs needed to run ATLAS to a special category. Some of these jobs are already covered by the M&O plans of ATLAS but large number of jobs that traditionally are done by physicists will have to be distributed in an equitable manner. 
LHC Schedule:  The LHC schedule has been updated. The plan is still to aim for beam in the end of ’07 but at 450 GeV x 450 GeV. It is clear that this is not going to be easy and the schedule is very tight. The management is pushing very hard – but there are serious problems at CERN that are due to the fact that the pressure is increasing but both the machine and the experimental groups are losing manpower either through retirement and due to the fact that people on six year contracts have come to the end. This is creating serious problems – and one should not be surprised if the schedule is delayed again by some months.

ATLAS Upgrade- Visit to Rutherford Lab:  Marzio Nessi, Steinar Stapnes and myself visited the Rutherford lab to discuss UK and in particular RAL participation in the ATLAS upgrade project office on April 26-27, 2006. This was the first meeting and I presented our present thoughts and immediate needs for Engineering and Physicist participation. The model that we discussed is that people could be split between ATLAS M&O responsibility and ATLAS Upgrade Project Office responsibility. This works particularly well for experts who will be needed for ATLAS maintenance but probably not on a full time basis. At RAL we met with RAL management and the leadership of the ATLAS effort in the UK. The meeting was very productive and in 10 days we will do a similar visit to NIKHEF to see what their plans are (see below). 
Visit to NIKHEF Lab:  NIKHEF Lab. in Amsterdam is a High Energy Lab that gives support to all the Dutch Universities. It has about 200 staff members and its main activity at present is the LHC experiments. By far the largest contribution is to ATLAS but they have significant involvement in LHCb and ALICE. The main purpose of the visit (May 8-9, 2006) was to discuss with the Lab management their involvement in ATLAS R&D for SLHC and how to combine this with their contributions to ATLAS M&O. The Lab has significant resources that are being liberated as construction of the present experiments is coming to an end at the outside Labs. There are significant resources that cannot be deployed easily to help in the installation and commissioning at CERN and will be used for the upgrade R&D. We have identified a number of areas from Cooling to IC design that NIKHEF is eager to start working on. 

Forward Calorimeter Heavy Ion Running/Proton Beam Diagnostics:  Sebastian White (BNL) and Mike Zeller (Yale) were at CERN and presented to the TMB a proposal to install a highly segmented Zero degree calorimeter in the TAN region. (144 meter down stream from the interaction point). The main physics interests of this device are in Heavy Ion running but it can be used for beam diagnostics in Proton running. The presentation was well received and the EB has decided that an internal ATLAS review will take place to determine the compatibility and the impact of this proposal on ATLAS installation/commissioning in particular to the DAQ and trigger system. The time scale for this review is the ATLAS Week in Stockholm (July ’06).  There are still issues of funding that needs to be resolved before this proposal can go forward and this will be part of the review.
4.1 Inner Detector Upgrade R&D


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	System Design for GOL finished (SMU)   
	1-May-06
	--
	1-May-06
	Completed

	Pin Candidates Identified (Oklahoma) 
	6-May-06
	--
	6-May-06
	Completed

	Submission of SiGe test chip (UCSC)  
	10-May-06
	--
	10-May-06
	Completed

	Finish fab of 3-D detectors (Hawaii) 
	30-May-06
	--
	30-May-06
	Completed

	Preliminary Wire Link Tested (Ohio State)
	31-May-06
	--
	31-May-06
	Completed

	Prelinary Fiber Link Tested  (Ohio State)   
	31-May-06
	--
	31-May-06
	Completed

	Working Stave (LBL) 
	1-Jun-06
	--
	1-Jun-06
	Completed

	First Pin Irradiation (Oklahoma) 
	30-Jun-06
	30-Jun-06
	30-Nov-06
	Delayed (See #1)

	Measurement of 3-D sensors (New Mexico)
	30-Sep-06
	--
	30-Sep-06
	On Schedule

	Efficiency measured for short strip detector (UCSC) 
	1-Oct-06
	--
	1-Oct-06
	On Schedule


Note #1  The PS irradiation facility has not been available as scheduled because of a series of problems with the PS. This irradiation has been delayed as a result.

Subsystem Manager's Summary
Abraham Seiden (UCSC) 
Work continued in the areas of 3-D detectors, detectors for the short strip region, optoelectronics, staves, and powering schemes. Many of our milestones have been successfully met.

4.1.1 Detectors 


Hartmut Sadrozinski (UCSC) 
4.1.1.1 Innermost Pixel Layer 

All reported pixel activities concern 3D detectors.

Characterization of neutron-irradiated 2005 3-D assemblies has finished at LBNL. 

The new generation of 3-D single chip sensors is being bump-bonded at IZM in Germany. Expect to characterize in Summer/Fall 06. FP420 collaboration hopes to irradiate some of these sensors at the PS run in the Fall. 

Work on further methods of improving yields of 3D is on-going.

A non-zero charge collection efficiency is measured for tracks traversing the implanted columns.

Measurements of the electrode capacitance at UNM is on-going, both by using an LCR meter and by observing the RC decay of isolated charges from the electrode. Pre-rad and post-rad values (up to 1*1015 n/cm2) agree fairly well.

The extraction of the trapping time constant of the irradiated sensors is in progress.

A collaborative program started with SINTEF (Oslo) for technology transfer to develop a second source for 3D detectors.

4.1.1.2 Investigation of Strip Technology 

Total dose effects on silicon strip detectors (SSD) and test structures using a 60Co source shows no difference between Float Zone (FZ) and Magnetic Czochralski (MCz) bulk material, yet large dependence on the surface treatment (p-spray dose). 

The first charge collection efficiency measurement on p-type strip-like single-column 3D detectors from ITC-irst was performed using a beta source. 

The work on using the SCT readout for negative pulses using p-type detectors in beta sources is making good progress. 

The production of new 3 cm long detectors to be manufactured on p-type 6" wafers by Micron Semiconductors is on-going, with delivery expected in the Fall 2006.

4.1.1.3 Short Strips 

Production of 15 motherboards for strip-pixel detectors is ongoing. A second n-type detector was mounted and wire bonded at a new vendor in Italy. Characterization of the detector has begun. An order of readout board, for the Viking ASIC has been placed, and the writing of the analysis software has stated at BNL.

Detailed strip measurements are prepared at NYU.

The interstrip capacitance was measured for 2D detectors at UC Santa Cruz and was found to be much larger than in ordinary SSD.

Hamamatsu Photonics has sent initial drawings of the short strip detectors to BNL, which are under review. Delivery of the detectors expected in mid October.

4.1.1.1 Innermost Pixel Layer 


Maurice Garcia-Sciveres (Lawrence Berkeley Laboratory) 
Characterization of neutron-irradiated 2005 3-D assemblies has finished at LBNL. 

The new generation of 3-D single chip sensors is being bump-bonded at IZM in Germany. Expect to characterize in Summer/Fall 06. FP420 collaboration hopes to irradiate some of these sensors at the PS run in the Fall.

4.1.1.2 Investigation of Strip Technology 


Hartmut Sadrozinski (UCSC) 
Our large-scale investigation of total dose effects on silicon strip detectors (SSD) and test structures using a 60Co source shows no difference between Float Zone (FZ) and Magnetic Czochralski (MCz) bulk material, yet large dependence on the surface treatment (p-spray dose). Saturation of the flatband voltage and oxide charge are seen after about 100 kRad, in addition to a fair amount of annealing after each irradiation step. 

The interstrip capacitance was measured for 2D detectors supplied by BNL and was found to be much larger than in ordinary SSD. 

The first charge collection efficiency measurement on p-type detectors was performed with our test set-up using a beta source. The pulse height in the strip-like single-column 3D detector scales approximately with 1/C, as expected, since the capacitance C is inversely proportional to the depletion width. 

The work on using the SCT readout for negative pulses using p-type detectors in beta sources is making good progress thanks in part to our collaborators from Prague and Freiburg. 

The production of new 3 cm long detectors to be manufactured on 6" wafers by Micron Semiconductors is on-going, with delivery expected in Fall 2006.
4.1.1.3 Short Strips 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Purchase Order Released (SB)
	30-May-06
	--
	8-Jun-06
	Completed

	Detector Received (SB)
	30-Nov-06
	--
	30-Nov-06
	On Schedule

	Characterization Complete (SB)
	30-Mar-07
	--
	30-Mar-07
	On Schedule



David Lynn (Brookhaven National Laboratory) 
Stripixel Detectors

Original production of 15 motherboards with an Italian company failed as the company was unable to produce them. A new vendor (Artel) in Italy has been identified and an order for 10 boards has been placed and is expected soon. Milano spent more time discussing the project with Artel to insure that they understood the difficulties involved in making the board.

A second n-type detector was mounted and wirebonded at a new vendor in Italy. Characterization of the detector has begun.

There was some difficulty finding a company to produce the Viking readout board, but a vendor was found in the US and the order placed July 20th. Delivery time is quoted as being 8 weeks. This vendor has been used by BNL before and is known to be reliable on difficult projects.

The writing of the analysis software for the Viking board has begun at BNL.

At NYU, an x-y stage has been purchased and they are developing Labview code to control the stages.

Short Strips for Stave development

Hamamatsu has sent initial drawings of the short strip detectors and we are now in the process of iterating on the design and specifications. Hamamatsu expects to ship the detectors in mid October.

4.1.2 Front-End Electronics 


Alex Grillo (UCSC) 
SEU irradiations of the pixel 2004 test chip have been completed. A chip designer has been hired by LBNL for the project. Work is targeted for a new amplifier design under the new CERN frame contract for 130nm CMOS technology. 

The demonstration IC for SiGe strip readout was submitted to IHP in April. Irradiation results with gammas are now partially complete and look very promising. We are still waiting for the neutron irradiated devices to be returned from Ljubljana. There continues to be a shipping problem due to new paperwork requirements in Slovenia.

4.1.2.1 Deep Sub Micron for Pixels 


Maurice Garcia-Sciveres (Lawrence Berkeley Laboratory) 
SEU irradiations at 88" cyclotron of 2004 test chip have finished. Results will be presented at Valencia 06 conference. 

Abder Mekkaoui has been hired at LBNL specifically to work on this project. Abder is an experienced analog designer with pixel expertise, having previously worked on the FPIX chip at Fermilab. His hire follows a long search period started after the design team that produced the present ATLAS pixel chip left LBNL. The work plan to restart the 0.13 micron design effort at LBNL is as follows: Task 1: given the potential weaknesses of the current analog design (where 0.25 μm technology was pushed to the limit) understand the broad design changes that are essential to transition to 0.13 micron. Task 2: with task 1 and a previous 0.13 μm test chip, envisage architecture suitable for 0.13 micron as well as possible higher speed operation. Task 3: With tasks 1 and 2, determine the development program for the next-generation pixel chip. We expect to make a prototype submission of a new amplifier design through the new CERN frame contract in November 06.

4.1.2.2 SiGe for Strips 


Alex Grillo (UCSC) 
We still have not received the parts which were irradiated with neutrons at Ljubljana in January. We do now have a plan to get around the shipping issues in Slovenia. We should now have the parts back in Santa Cruz for testing by August. 

The irradiations with gammas at BNL are proceeding nicely. One set of parts has been irradiated up to 100 Mrad. The post irradiation testing of the 8HP devices shows very good operations. As an example, the medium size transistor (0.12 micron x 4.0 micron) still has a DC current gain of 100 at 1 mA of bias current. The 5HP devices show more degraded performance and the 7HP devices show the most degradation. It is clear that the differences in the device structure of the three IBM technologies make a significant difference in their radiation tolerance. The 8HP devices show quite acceptable performance at the ionized radiation levels expected for the upgraded ATLAS detector. We need to measure the displacement damage from the neutrons and protons. 

The demonstration IC on the IHP technology was submitted for fabrication just before the 18-Apr deadline. The SPICE simulations show that we should achieve acceptable noise performance at considerably lower power than a CMOS IC as was predicted. We expect to receive the fabricated ICs in late July or early August.

4.1.3 Optical Readout 

4.1.3.1 Diode Receivers 


Flera Rizatdinova (Oklahoma State) 
The TrueLight PiN diodes are chosen for irradiation that will take place at CERN from August 4 to August 24. Purchases for the test stand are done. We search for other vendors of silicon PiN diodes.

4.1.3.2 Fiber Drivers 


Jingbo Ye (Southern Methodist University) 
The GOL test architecture has been decided and PCBs are designed and fabricated. This test system incorporates the requests from Oxford UK group so that they can use the same system in their neutron test. We only plan to do gamma and proton tests in the US. Weekly meetings with Oxford have been established to help them set up the system we sent two months ago.

The system (5 PCBs) is being debugged in lab and is functioning error free for weeks at GOL's full speed (1.6 Gbps). In the lab GOL parameter measurements, like the clock jitter tolerance, power-up scheme, etc, are underway or in preparation. We plan to finish the in lab tests by the end of August. The proton test has to be coordinated with the test on the SOS chip so that we can afford longer beam time, or lower flux.


K.K. Gan (Ohio State University) 
One of the goals of the R&D program is to identify PIN and VCSEL arrays that can survive in the intense SLHC radiation environment. We have identified one more vendor who fabricates VCSEL arrays with suitable specifications and have purchased some samples. This increases the number of candidate VCSEL vendors to four.

We have completed the design of a test system that will be used for the characterization and irradiation of the VCSEL/PIN candidates. The layout has been submitted for fabrication. We plan to distribute the system to our colleagues at Oklahoma and Oklahoma State universities.

4.1.3.4 Multiplexers and Interconnect Circuits 


K.K. Gan (Ohio State University) 
Another important goal of the R&D program is to measure the bandwidth of the infrastructure of the current pixel optical link. The two critical components in the infrastructure are micro twisted pair cables and fiber ribbons. The former transmit the LVDS signals between the optical components and the pixel modules. The latter transmit optical signals between the optical components and the counting room. The ribbons consist of several meters of radiation-hard, low bandwidth SIMM fibers spliced to about 100 m of radiation tolerant, medium bandwidth GRIN fibers. At the SLHC, we expect to transmit data at ~ 1 Gb/s, significantly more than the current 40 Mb/s.

Our preliminary measurement with a prototype test system indicates that the micro twisted pairs can reliably transmit signals at up to 640 Mb/s and the fibers at rates greater than 1 Gb/s. We plan to repeat the measurements with the test system under construction.

4.1.4 Modules 

4.1.4.1 Stave Structures 


Murdock Gilchriese (Lawrence Berkeley Laboratory) 
Mechanical and Cooling Studies

A conceptual design for a stave structure has been completed, largely by iTi(W. O. Miller). The conceptual design largely applies to a one meter long, approximately 6cm wide, stave, although some studies were also completed for a 2m long, 12cm wide stave. Extensive FEA modeling was completed, including trade studies of various materials and configurations, to arrive at a baseline configuration. It appears possible to meet sag requirements (taken to be about 50 microns worst case, as modeled) and thermal requirements(delta T between coolant and silicon can be kept to a few degrees). Materials to fabricate a prototype have been selected. The detailed design of tooling to fabricate a few prototypes is underway.

4.1.4.4 Powering Schemes 


Maurice Garcia-Sciveres (Lawrence Berkeley Laboratory) 
Characterization of the first test chip fabricated through Austria Microsystems has finished at LBNL. An irradiation of single transistors at the coming CERN PS run is possible if time allows. The plan now is to redesign for proper substrate management and submit another test chip in the Fall 06. This chip could be used in prototype SLHC staves as an alternative to serial powering. A test mezzanine board to fit the stave has been designed for the present (non-functional) test chip as a proof of principle.

4.3 Liquid Argon Upgrade R&D 
	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Eliminate Layer Effect (Arizona) 
	30-Sep-06
	30-Sep-06
	30-Jun-07
	Delayed (See #1)

	Design, layout and fab of Link on a Chip  (SMU)  
	31-Oct-06
	31-Oct-06
	1-Feb-07
	Delayed (See #2)


Note #1  This turns out to be an ill-defined milestone, considering our recent discoveries. While we certainly see the "layer" effect at low electric fields, it now appears that we weren't seeing any layer effect at and above the nominal field of 1 kV/mm. But we would like to confirm this with the new sources.

Note #2  Based on the knowledge we learned from the two irradiation tests, we decide to have two designs of the PLL block in order to compare their behavior in radiation environment, and this require extra time. The submission is decided by the foundry multi-project run schedule and the one that is after Oct.-06 is Feb.-07.


Francesco Lanni (Brookhaven National Laboratory) 
Activity is proceeding smoothly in most areas. In several WBS the efforts have been focused on irradiation studies. The two milestones defined in 4.3 have been updated: for 4.3.1 because of reproducibility issues of the effect at electric field close to the nominal ones, for 4.3.2.4 because of unanticipated characteristics of irradiated devices suggest alternative designs to compare. Architectural studies to be started in the last quarter.

4.3.1 Layer Buildup due to Radiation 


John Rutherfoord (University of Arizona) 
This R&D work is on small sections of FCal1 electrodes into which strong Strontium 90 beta sources have been embedded. The strongest source is 50 mCi and it will reproduce the ionization rate expected in an FCal1 electrode at EM shower max at eta = 4.7 at the design LHC luminosity. The other electrode has a 2 mCi Strontium 90 source embedded inside to provide a control. A third electrode has no source at all for yet another type of control.

This quarter work continued to methodically improve the argon purity using the BNL getter, first with the old canister and then with the new canister we purchased. There are two interesting observations. We achieved an O2 level of about 0.08 ppm with the new canister but we got about 0.10 ppm with the old canister. Perhaps the old canister wasn’t depleted as Dave Rahm had supposed. (The getter and canister had been sitting in a trailer in the woods behind the AGS for many years.) This purity is significantly improved from the usual ones we measure, typically 0.25 ppm but not anywhere near what we expected to achieve.

Further measurements on our electrodes have only led to more confusion. We don’t seem to be able to get consistent results. Our quandary continued until we started polishing the 2 mCi electrode. (The electrodes develop dark patches outside the region where the source is embedded. We presume this is because the ionization catalyzes some chemical reaction of the copper with something in the air. This darkened layer could cause the electrode to collect less charge. We thought this might be the cause of our inconsistent measurements but we knew we were grasping at straws.)

During the polishing the electrode fell apart exposing the bare source. This was a radiation incident of the first magnitude so we called our Radiation Control Office (RCO) without disturbing anything or wandering away from the jig we used for the polishing. Two radiation workers arrived within about 20 minutes (one was actually the new head of the Office) and quickly assessed the danger. Apparently there was little threat because we had reacted in an optimal manner. They checked us for any contamination on our clothing and found none. (The polishing was conducted from behind a large Pb-glass block surrounded by many Pb bricks on an aluminum plate, creating a well in which the source broke apart.) There was some radiation found in the well so the RCO people bagged the contaminated parts and took them away. We got everything back in a few days after they were decontaminated.

This incident was actually rather fortuitous. We realized why we were not able to get consistent results with these two sources. Both the 2 mCi source (which broke apart) and the 50 mCi source were slowly leaking liquid argon while in the cryostat. This explains ALL our previous puzzling observations. It also invalidates all conclusions from our very long run of last year. Here’s the tentative but more-or-less obvious explanation. Some betas from the decay head outward and ionize the liquid argon, giving rise to the currents we measure. Other betas head inward, cross the cavity, penetrate the source foil, and from there behave just as a beta heading outward, also contributing to the current. But the wrong-going betas must penetrate more material so due to the falling beta spectrum, contribute less to the current. When the argon floods the cavity many fewer of these wrong-going betas reach the ionization gap so the current is less than when the cavity is empty. We are performing EGS4 simulations to check this hypothesis quantitatively. But a simple check is to see that the ratio of the 50 mCi source loss-of-current and the 2 mCi source loss-of-current are the same. They aren’t. This is likely because there is some bulk recombination going on in the electrode gap of the 50 mCi source and the liquid argon leaking into the cavity slows the ionization and therefore also the bulk recombination making the ratio closer to unity than for the 2 mCi source. This could provide a measure of the bulk-recombination rate constant which would be quite a coup. 

It took about two weeks after the incident to realize what was happening. In the meantime we started a “fill” with the 50 mCi source which we thought at the time was ok. By this time the leak in the 50 mCi source was opened up enough that the cavity filled with liquid argon in just a few days rather than months. We ran for a total of about 0.23 x 107 seconds (compared to 2.3 x 107 seconds for the long run) and saw the current drop precipitously and then level off. So for most of this last “fill” the current has been stable to a precision of a few per mil. We’ve never seen this before. We should have enough precision to see the 29 year half-life of the source but can’t quite.

At the end of June we ended this “fill” with RCO personnel present to check that the liquid argon hadn’t become contaminated. They returned two days later when the cryostat was warmed to room temperature and we could open the cryostat. They took swabs of the electrode and could find no contamination. We returned this 50 mCi source to our safe to await some decision from the RCO on how to dispose of these two compromised sealed sources. We are very lucky that our RCO trusts us to do the right thing and is willing to work with us to achieve a mutually agreeable solution.

We have started discussions with the Russian nuclear power laboratory, which originally produced our sources, to produce two more of a much improved structural strength. We hope to get back on the air as soon as possible so we can repeat our long run of last year. But, realistically, I don’t expect we can start again until early in 2007. Our elevator will be refurbished in November and December, preventing us from getting cryogens to our lab. But the Russian lab probably won’t be able to manufacture our sources any faster than this anyway. In the meantime we might try some other tests we have on our schedule.

Regarding the argon purity, we have ordered a cryogenics pump to recirculate the argon through the getter. This should allow us to achieve even better purity levels. We also have the ICARUS filter which Allain Gonidec loaned to us quite some time ago. We have hesitated to use it until we were sure our plumbing was at some high level of tightness.

4.3.2 Readout Electronics 

4.3.2.2 Development of Analog Front-End 


Francesco Lanni (Brookhaven National Laboratory) 
for Sergio Rescia:

Rad hard tests on IBM SiGe test structures continues.

A shielding box (23mm Lead, 1.5mm Al) has been built to shield from low energy xray from back scattered gammas. Now the irradiation conforms to ASTM standard F1892-98.

Dose rate calibration performed with new shielding box (~200kRad/hr in the nearest location, 20kRad/hr at the farthest). Performed 4 weeks of room temperature annealing, 24hr at 60C, 24hr at 100C and additional 6 days at 100C. A second batch of devices has been irradiated at 500kRad at 20kRad/hr dose rate. Room temperature annealing measurements in progress.

On the design side, a feasibility study is being performed to identify the most suitable SiGe process for the rad-hard LAr preamplifier given the conflicting requirements of dynamic range (limited by device CE breakdown) and low noise (which requires both low noise devices and a gain large enough to overcome second stage noise).

4.3.2.3 Digital Readout System 


Gustaaf Brooijmans (Columbia University (Nevis Laboratory)) 
The transmitter board, which simulates the digital dataflow on FEB2, arrived at Nevis in late March (see previous report). At this time the testing infrastructure has a PC, a PCI card of Nevis design which is capable of both control and DAQ functions and a control fanout card. As a first step, the interactions between the PC and the PCI card were debugged. The PCI card we were working with originally had a hardware problem and after determining that we moved to the spare. As a next step we debugged the control fanout card, which will be used to distribute controls information (and programming) to the various cards in the setup. After this was done, we moved to the transmitter board, debugged and programmed it. 

The transmitter board is designed to use a crystal as the main clock to the transmitter elements, but also accepts an external clock to allow us to vary the transmitter frequency, and therefore bandwidth. The optical transmitter we use (Agilent HFBR-772) is in principle rated for 2.5 Gbps per channel, but we'd like to run it at 3.25 Gbps, which is why we built in this capability. After establishing operation at 1 Gbps, we gradually increased the frequency and measured eye diagrams. We found that the eye diagram at 3.3 Gbps still shows a wide open eye and we therefore have good reason to believe that the bit error rate will be small at this frequency. We decided to go ahead and start the production of the receiver board. This board will receive the data and transmit it to the PC through the PCI card.

4.3.2.4 Optical Data Link 

Jingbo Ye (Southern Methodist University) 
On technology evaluation front: a laser driver chip based on the 0.5 micron Peregrine UTSI FN process has been tested with 230 MeV proton. This driver chip survived 100 Mrad total dose but with supply current increase. We suspect that there is a dose rate dependence. Since the LOC will be using the 0.25 micron UTSI technology, a dedicated test chip has been designed and fabricated. The first Co-60 gamma test on this test chip at different total dose and different dose rate is being carried out at BNL. The total dose reached is up to 4 Mrad, and dose rate spreads from 100 rad/hr to 50krad/hr. We are in the process of analyzing the data. A report will be generated soon. Close collaboration with Peregrine is progressing well on this test with their engineers looking at our test data. Testing PCBs have been made to test other parts on the test chip in proton in late September.

On component identification front: a Corning fiber that is specified to run up to 2000MHz/km, or 10GHz/200m, has been irradiated with Co-60 gamma source up to 4 Mrad. Preliminary results show that this fiber survived with little additional light attenuation. More detailed analysis will follow and a report will be generated.

On the Link-on-Chip design front: we have finished the design of the PLL block, the serializer block. Full simulations have been carried out on the designs. Designs on the encoder, laser driver circuit and other configuration part will follow. We are also in the stage of layout the PLL and the serializer. The targeted prototype submission is Feb. 2007, depending on the foundry's multi-project run schedule.

4.3.3 Trigger 
4.3.3.1 L1 Trigger Interface 


Francesco Lanni (Brookhaven National Laboratory) 
see 4.3.4.1

4.3.4 Next Generation ROD 

4.3.4.1 Next Generation ROD (BNL) 


Hucheng Chen (Brookhaven National Laboratory) 
One AdvancedTCA crate was borrowed from Yale Univ. We ordered one 600W 48V power supply for this crate. We are studying this system and investigating the necessity to purchase one off the shelf commercial AdvancedTCA module to evaluate the data communication performance of this system.

We have two possible parts layouts for the upgraded ROD following the original two plans, one is to use external SERDES, another is to use FPGA internal SERDES, in this way we can evaluate if there is any space issue with these two different plans.

We continued to investigate current and upgraded L1 calorimeter trigger latency to understand the feasibility of forming trigger sums on the ROD. Right now the main issue is the cable delay, we are exploring the different possibilities, one is to adjust the position of ROD rack, another possibility is to implement L1 trigger algorithm in FPGA on ROD, in this way, we can combine some functions of L1 trigger system on ROD.

4.3.5 Radiation Hard Low Voltage Power Supplies 

4.3.5.1 Radiation Hard Low Voltage Power Supplies (BNL) 


Jim Kierstead (Brookhaven National Laboratory) 
The investigation of using components from Vicor Corp. factorized power architecture is being continued. Two of the products which failed in previous testing have been returned to Vicor for failure analysis but no results yet. From discussions with the company it is anticipated that two components sensitive to radiation damage are the control ASIC and the switching FET. Vicor provided the switching FET on a test board. Two of these devices have been irradiated to date. The devices were irradiated with the FET in an on (conducting) condition. At selected times the FET was switched off and then back on to demonstrate that it is still working. The major observed effect is a shift in the threshold voltage of the gate. This shift can proceed to a point where the devices are on continuously and cannot be controlled. This occurred at doses of between 3.5x104 and 4.5x104 Gray for both devices using a dose rate of 400 Gray/hour loaded at 25% (3 amps) and 50% (6 amps) of the rating for continuous current. From the results of this testing it appears likely that the control ASIC is more susceptible to radiation damage than the switching FET in the packaged VTM.

The next step is to characterize this effect more completely by switching the gate/load during irradiation at a load of 100% and monitoring the waveform of the switching of the load current. This might reveal a more limiting condition if the threshold voltage changes affects the switching behavior at lower total doses than indicated in the previous tests. If beam time at can be scheduled components from Vicor factorized product line and single FETs will be tested for single event effects and indirectly for neutron displacement damage at the Northeast Proton Therapy Center.

4.5 Muon Upgrade R&D 


Abraham Seiden (UCSC)
The purchase of the foreseen radiation monitors has been completed and installation and cabling is in progress. This will continue, paced by the actual installation of the Muon system itself.

3. Financial Report (Chuck Butehorn, BNL)
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