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2.1 Subsystem Manager's Summary 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	start DC3 event generation
	1-Jul-04
	[New]
	1-Jul-04
	On Schedule

	complete Production for Rome
	5-Feb-05
	[New]
	5-Feb-05
	On Schedule




Ian Hinchliffe (Lawrence Berkeley Laboratory) 
The effort in this period was devoted to the Event Generation for DC2. A rich sample of events was produced, both to satisfy the needs of the Tier 0 test and, more importantly, to test out, in production, the large variety of event generators that will eventually be used to help in the analysis of data. The production was still running at the end of the reporting period, however a substantial fraction of the 10M event sample had been prioduced.

Production involved the general purpose generators Pythia and Herwig as well at MC@NLo that is the first event generator to include complete next to leading order radiative corrections and several special purpose generators such as Alpgen and MadCup that are foucssed on producing final states that are poorly apporximated by the general purpose generators.


Details of the samples can be found here
http://www-theory.lbl.gov/%7Eianh/dc/dc2.html

Production took place on the Grid and valuable lessons were learned in the distribution of the varied input files to the sites distributed worldwide. Event generation is a more compilcated task than simulation or reconstruction due these varied input files.

The production should be regarded as a suceess. All of the samples proved to be useable. The experience was invaluable and gives great confidence that the samples to be produced by the Physics groups for the Rome Physics meeting in June 2005 can be produced in a timely manner.
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2.2 Subsystem Manager's Summary 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	DC2 Phase 1 (simulation) starts
	1-Apr-04
	24-Jun-04
	1-Sep-04
	Delayed (See #1)

	DC2 Phase 2 (reconstruction) starts
	1-Jun-04
	16-Aug-04
	1-Dec-04
	Delayed (See #2)

	Software Release 9
	15-Jun-04
	15-Jul-04
	15-Nov-04
	Delayed (See #3)

	Software deployed for reconstruction of DC2 and CTB data
	30-Jun-04
	30-Jun-04
	30-Nov-04
	Delayed (See #4)

	Integrated software available for CTB
	28-Jul-04
	--
	28-Jul-04
	On Schedule

	DC2 phase2 (reconstruction) ends
	31-Jul-04
	15-Sep-04
	15-Feb-05
	Delayed (See #5)

	Software deployed for Mar-2005 Physics Workshop
	1-Dec-04
	1-Dec-04
	15-Feb-05
	Delayed (See #6)

	Computing Model Paper
	31-Dec-04
	31-Dec-04
	31-Dec-05
	Delayed (See #7)

	Software available for DC3
	30-Sep-05
	30-Sep-05
	30-Dec-05
	Delayed (See #8)



Note #1  Delayed pending validation of software and all production sites

Note #2  Delayed pending availability of all software components

Note #3  Delayed awaiting completion of several software components

Note #4  DC2 has been delayed. CTB software available but being optimized

Note #5  Delayed due to delayed start of phase-2

Note #6  Delayed awaiting completion of many software components

Note #7  Delayed due to DC2

Note #8  DC2 delayed.... DC3 delayed


Srini Rajagopalan (Brookhaven National Laboratory) 
Focus of this quarter was on support for Simulation, Digitization and Persistency in view of DC2 production. Significant progress has been made with the pile-up framework which is technically ready to run. Added support for Realtime histogramming for TB monitoring

2.2.2.1 Framework 

The focus of this quarter was the Data Challenge-2 and Combined Test-Beam exercises in ATLAS. DC2 has been delayed for several reasons, from lack of infrastructure components to non-availability of all reconstruction software components. This has been partly due to conflicting milestones of DC2 and CTB. DC2 simulation production is now likely to start in July with the reconstruction phase (Tier 0) exercise on mixed data samples in November.
The CTB test-beam software has been made available though with many functionalities missing - both in infrastructure and reconstruction software. These functionalities are being added on incremental builds established at test-beam. INcremental builds allowed a fast turn-around time for use of software for online reconstruction and monitoring at CTB.

WHile milestones have been delayed, primarily due to lack of sufficient manpower - both in ATLAS and U.S. ATLAS, there exists a slow and steady progress toward establishing the software components for DC2 and CTB. Early software for CTB has demonstrated the usability to analyze real data and identified many un-expected situations that required modification of the software to cope with them.

2.2.1 Coordination 
2.2.2 Core Services 
Paolo Calafiura (Lawrence Berkeley Laboratory) 
	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Object Browser Integrated with Analysis Tools
	30-Mar-04
	30-Jul-04
	30-Nov-04
	Delayed (See #1)

	Physics Analysis Requirements ID
	30-Mar-04
	--
	30-Jun-04
	Completed

	Pile-up Support for DC2 Production
	30-Mar-04
	30-Jun-04
	30-Aug-04
	Delayed (See #2)

	Support for Reconstruction on Demand
	30-Mar-04
	30-Dec-04
	30-Jul-05
	Delayed (See #3)

	Evaluate Mech for Job Config/History
	30-Jun-04
	30-Jun-04
	30-Dec-04
	Delayed (See #4)

	Evaluate Scope of Seal Integration
	30-Jun-04
	--
	30-Jun-04
	Completed

	Event Mixing Framework Validated
	30-Jun-04
	--
	30-Jun-04
	Completed

	Integration with Job Management
	30-Jun-04
	--
	30-Jun-04
	Completed

	Physics Analysis Tools Prototype
	30-Jun-04
	--
	30-Jun-04
	Completed

	Pile-up Support for DC2 Production Validated
	30-Jun-04
	30-Jun-04
	30-Oct-04
	Delayed (See #5)

	Integration of Seal plug-in Mechanism
	30-Sep-04
	30-Sep-04
	30-Sep-05
	Delayed (See #6)

	Support Physics Analysis
	30-Sep-04
	--
	30-Sep-04
	On Schedule

	Synchronize Gaudi Release with
	30-Sep-04
	--
	30-Sep-04
	On Schedule

	History & Property Mech Integ
	30-Dec-04
	--
	30-Dec-04
	On Schedule

	Support for Reconstruction on Demand
	30-Dec-04
	--
	30-Dec-04
	On Schedule



Note #1  delayed to release 10 cycle for lack of manpower

Note #2  DC2 start delayed to September. Memory optimization yet to perform.

Note #3  rescheduled for lack of manpower both in Atlas and in the rest of the Gaudi project.

Note #4  Priority lowered, not needed before DC3

Note #5  DC2 delayed because of missing software components and hence validation has been delayed.

Note #6  Done for dictionary loading. Priority lowered for integration in Gaudi

2.2.2.2 EDM Infrastructure 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Prototype Support for Integer Keys
	30-Sep-03
	30-Sep-04
	30-Mar-05
	Delayed (See #1)

	Support for Persistent Inter-Object Relationships
	30-Dec-03
	30-Jun-04
	30-Sep-04
	Delayed (See #2)

	Support for History Objects
	30-Mar-04
	30-Sep-04
	30-Mar-05
	Delayed (See #3)

	Integrate CLID Database Generation
	30-Jun-04
	30-Jun-04
	30-Jun-05
	Delayed (See #4)

	Integrate Data Store with Physics
	30-Jun-04
	--
	30-Jun-04
	See Note #5

	Integration with POOL-Cache Manager
	30-Jun-04
	30-Jun-04
	30-Jun-05
	Delayed (See #6)

	Data Objects Fully Accessible from
	30-Sep-04
	--
	30-Sep-04
	On Schedule

	Support for Reconstruction on Demand
	30-Dec-04
	--
	30-Dec-04
	On Schedule



Note #1  HLT group agreed to reschedule this non-vital performance optimization.

Note #2  basic functionality provided, but largely untested. Still missing support for
cross-file relationships

Note #3  transient part complete but no persistency yet. Rescheduled to DC3

Note #4  delayed to DC3

Note #5  not sure anymore what this meant

Note #6  this in a non critical optimization, that will probably will be delayed or even canceled

2.2.2.3 Detector Description 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Accelerated Access to Geometry Tree 
	30-Mar-04
	30-Jun-04
	30-Sep-04
	Delayed (See #1)

	Automatic Clash Detection
	30-Mar-04
	30-Jun-04
	30-Sep-04
	Delayed (See #2)

	Geometry Configuration Design Completed
	30-Jun-04
	--
	30-Jun-04
	Completed

	Geometry Configuration System Available
	30-Jun-04
	--
	1-Sep-04
	Delayed (See #3)

	Native GeoModel Material Integration Service Available
	30-Jun-04
	--
	30-Jun-04
	Completed



Note #1  This has been delayed because the deployment of GeoModel in Simulation was given higher priority. 

This is now completed. The class is called GeoVolumeCursor. It will be moved soon to GeoModelKernel (from GeoModelGraphics)

Note #2  This has been delayed because the deployment of GeoModel in Simulation was given higher priority.

Note #3  This milestone has been updated to reflect the date that appears in the Brookhaven/Pitt MOU.

2.2.2.4 Graphics 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Deployment of Graphics for use in 2004 Test-Beam Runs
	30-Mar-04
	--
	30-Sep-04
	Delayed (See #1)

	Integration of Graphic Tools within Athena
	30-Mar-04
	--
	30-Dec-04
	Delayed (See #2)

	Real Time Histogramm Displays for Monitoring
	30-Mar-04
	--
	30-Jun-04
	Completed



Note #1  Standlone graphics packages have evolved to handle test-beam needs. A complete integrated graphics package for test-beam has failed to materialize. The U.S. has no participation in this effort.

Note #2  Plans for this have still not gathered maturity, while a tool integrated with Athena is highly desirable. The U.S. has no participation in this effort.

2.2.2.5 Analysis Tools 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Deployment of an Analysis Framework with Basic Functionalities
	30-Mar-04
	30-Jun-04
	30-Sep-04
	Delayed (See #1)



Note #1  Significant progress has been made in the deployment of an Analysis Framework. A prototype is expected to be deployed for DC2 by Sep 2004

2.2.2.6 Grid Integration 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Integration with Ganga
	30-Sep-03
	30-Jun-04
	30-Sep-04
	Delayed (See #1)

	Prototype Implementation for Grid Monitoring Architecture
	30-Sep-03
	--
	30-Sep-04
	Delayed (See #2)

	Integration with Distributed File Replication Service
	30-Mar-04
	--
	30-Sep-04
	Delayed (See #3)



Note #1  This activity is partly covered under Distributed Analysis Tools and a prototype is expected to be deployed for use in DC2.

Note #2  This is work is partly covered under Grid Tools and Services to provide monitoring of jobs submitted on the Grid. No capability within Athena exists due to lack of any assigned resources.

Note #3  The integration has been delayed due to lack of manpower. Work on standalone distributed file replication services are in progress and needs to be completed before an integration with Athena can be established.

2.2.3 Database 
David Malon (ANL) 
The U.S. database group continues to hold principal responsibility for event store persistence infrastructure, and for collections and event-level metadata infrastructure. 

The U.S. now also holds lead responsibility for distributed database deployment. 

Responsibilities for non-event data management continue to be transferred to non-U.S. groups. Development of the NOVA "primary numbers" database has entered the maintenance phase (no new functionality planned), as ATLAS transitions to another geometry database strategy.

2.2.3.1 Server and Services 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Replication Machinery for Database-Resisdent Data Sufficient for DC2
	30-Mar-04
	21-Jul-04
	10-Dec-04
	Delayed (See #1)

	Embedded Server Support and Extraction Protocols
	30-Jun-04
	--
	29-Oct-04
	Delayed (See #2)

	Evaluation of Distributed Oracle Deplayment Possibilities
	30-Sep-04
	--
	26-Nov-04
	Delayed (See #3)



Note #1  awaiting Orsay components for updating tag databases

Replication machinery sufficient for DC2 conditions data is complete.

Note #2  delayed because unneeeded for DC2. DC2-critical activities have been given priority.

Note #3  awaiting launch of recently-endorsed LHC-wide distributed database deployment projectg

2.2.3.2 Common Data Management 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Initial Suite of ATLAS POOL Acceptance Tests
	30-Jul-03
	30-Jun-04
	7-Jan-05
	Delayed (See #1)

	Athena I/Fs for Physical Placement Control Defined
	30-Sep-03
	3-Dec-04
	25-Jan-05
	Delayed (See #2)

	Athena/POOL Support for Physical Placement Control Delivered
	30-Sep-03
	3-Dec-04
	25-Jan-05
	Delayed (See #3)

	Content Characterization/Aggregation Model
	30-Mar-04
	--
	15-Oct-04
	Delayed (See #4)

	Strategy for Transaction Granularity
	30-Mar-04
	--
	15-Oct-04
	Delayed (See #5)

	Schema Evolution Requiements Defined
	30-Jun-04
	--
	15-Oct-04
	Delayed (See #6)

	Support for Multiple Transaction Contexts
	30-Jun-04
	15-Oct-04
	25-Feb-05
	Delayed (See #7)

	Support for Placement Control
	30-Sep-04
	3-Dec-04
	25-Jan-05
	Delayed (See #8)

	Test Suite for Prototype POOL Schema Evolution
	30-Sep-04
	30-Sep-04
	25-Jan-05
	Delayed (See #9)

	Support for Cross-Type Conversion
	30-Dec-04
	--
	30-Dec-04
	On Schedule



Note #1  Delayed to correspond to POOL Spring 2004 release with new functionality.
New plan is to integrate these with DC2 readiness tests.

Note #2  Pending January 2004 DC2 event store readiness workshop.
Delayed until after DC2.

Note #3  Pending January 2004 DC2 event store readiness workshop.
Delayed until after DC2.

Note #4  delayed until after DC2

Note #5  delayed until after DC2

Note #6  delayed until after DC2

Note #7  delayed until after DC2

Note #8  Delayed until after DC2.

Note #9  delayed until after DC2 and POOL 2 release

2.2.3.3 Event Store 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Athena SEAL/POOL Demonstrably Capable of Supporting Prototype Event Model
	30-Sep-03
	--
	16-Jul-04
	Delayed (See #1)

	Support for Collection-Level and Subsample Extraction
	30-Mar-04
	--
	2-Jul-04
	Delayed (See #2)

	Deep Copy Support for Event Extraction
	30-Jun-04
	30-Jun-04
	30-Sep-04
	Delayed (See #3)

	Depth-of-Copy Support for Event Extraction
	30-Sep-04
	--
	30-Sep-04
	On Schedule

	Unique EDO Identification Infrastructure
	30-Sep-04
	--
	15-Oct-04
	Delayed (See #4)

	Database Support for Express Streams
	30-Dec-04
	--
	30-Dec-04
	On Schedule



Note #1  Delayed pending outcome of ATLAS DC2 event model task force (Spring 2004)

Note #2  Delayed pending delivery of POOL utilities.

Note #3  This work is nearly complete, with some POOL collections and StoreGate integration tasks remaining.

Note #4  Delayed until after DC2.

2.2.3.4 Non-Event Data Management 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Generalized Support for NOVA Loading from Non-AGE Sources
	30-Dec-03
	--
	30-Mar-04
	Completed (See #1)

	Generation of Transient NovaObject Classes from Structure Definitions
	30-Mar-04
	--
	30-Mar-04
	Completed (See #2)

	NOVA Schema Definition Consistent with Event Store Data
	30-Jun-04
	--
	30-Jun-04
	Completed (See #3)



Note #1  Delayed pending ATLAS-wide plans for new geometry database.

Descoped slightly because of new geometry database plans, and completed.

Note #2  Delayed pending ATLAS-wide plans for new geometry database. May be deleted eventually.

Descoped slightly because of new geometry database plans, and completed.

Note #3  Delayed pending ATLAS-wide plans for new geometry database. May be deleted eventually.

Descoped considerably because of new geometry database plans, and completed to the extent necessary to meet reduced ATLAS requirements.

2.2.3.5 Collections, Catalogs, Metadata 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Athena Interface for Writing/Reading Event-Level Metadata (tags)
	30-Sep-03
	--
	28-May-04
	Completed

	Collection Cataloging Deployed
	30-Sep-03
	--
	30-Jul-04
	Delayed (See #1)

	Athena Interface/Read/Write Access to Collection-Level Metadata
	30-Dec-03
	--
	15-Oct-04
	Delayed (See #2)

	Collection Merging Deployed
	30-Dec-03
	--
	2-Jul-04
	Delayed (See #3)

	Collect Replication/Distribution Infrastructure Deployed
	30-Mar-04
	16-Jul-04
	10-Dec-04
	Delayed (See #4)

	Integration of Collection Support & Bookkeeping
	30-Mar-04
	--
	30-Jul-04
	Delayed (See #5)

	Support for Collection Subsetting (skims) based upon Server-Side Processing
	30-Mar-04
	--
	2-Jul-04
	Delayed (See #6)

	Attribute Lists Capable of Supporting File/Location Lists
	30-Jun-04
	--
	30-Jun-04
	Completed

	Content Categories/Aggregates Represented in Event-Level Metadata
	30-Jun-04
	--
	15-Oct-04
	Delayed (See #7)



Note #1  Moved to Summer 2004 in the POOL work plan; ATLAS-specific work will 
probably not be a U.S. responsibility (Grenoble should do this).

POOL has added a model collection catalog to its 2004 work plan. ATLAS will wait for this.

Note #2  Pending January 2004 DC2 event store readiness workshop.
Delayed until after DC2. Not needed for combined test beam because this metadata will also be available from the conditions database.

Note #3  Pending January 2004 DC2 event store readiness workshop.
Responsibility moving to non-U.S. (Orsay) group.

Note #4  Joint U.S./Orsay responsibility, on the critical path for DC2.

Delayed corresponding to ATLAS DC2 Phase II delays

Note #5  Principally a Grenoble responsibility, with some U.S. involvement on the collections end. On the critical path for DC2.

Note #6  To be based in part upon utilities to be delivered by POOL team.
Should be on time for DC2.

Note #7  Delayed until after DC2.

2.2.4 Application Software 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Geometry Model Based Detector Description used for Reconstruction
	30-Sep-03
	--
	30-Oct-04
	Delayed (See #1)

	ATLAS Complete GEANT4 Validation
	30-Dec-03
	--
	30-Dec-04
	Delayed (See #2)

	Prototype Definition of AOD
	30-Dec-03
	--
	30-Jul-04
	Delayed (See #3)

	Prototype Definition of ESD
	30-Dec-03
	--
	30-Jul-04
	Delayed (See #4)

	Prototype Definition of Event-Level Physics Metadata (tag)
	30-Dec-03
	--
	30-Jul-04
	Delayed (See #5)

	RTF Recommendations Implemented
	30-Dec-03
	--
	30-Jul-04
	Delayed (See #6)

	Combined Test Beam Simulation & Monitoring Software Validated
	30-Mar-04
	--
	30-Jun-04
	Completed

	Extract Module Alignment Constants
	30-Mar-04
	--
	30-Jul-04
	Delayed (See #7)

	Combined Test Beams
	30-Jun-04
	--
	30-Jun-04
	Completed

	Combined Testbeam Event Display Available
	30-Jun-04
	--
	30-Sep-04
	Delayed (See #8)

	Initial Combined Testbeam Monitoring Running in Athena
	30-Jun-04
	--
	30-Jun-04
	Completed

	Initial Implementation of AOD and ESD Available
	30-Jun-04
	30-Jun-04
	30-Nov-04
	Delayed (See #9)

	Initial Implementation of Combined Testbeam Analysis Code Available
	30-Jun-04
	--
	30-Jun-04
	Completed

	Initial Implementation of ESRAT Completed
	30-Jun-04
	30-Jun-04
	30-Nov-04
	Delayed (See #10)

	Support for Alignment in Readout Elements
	30-Jun-04
	30-Jun-04
	30-Dec-04
	Delayed (See #11)

	Access to Alignment in Reconstruction
	30-Sep-04
	--
	30-Sep-04
	On Schedule

	Second Version of Combined Testbeam Implementation Available
	30-Sep-04
	--
	30-Sep-04
	On Schedule



Note #1  Completed except for Caloriemter which have been postponed to July 2004.

Note #2  Many phased of the G4 validation ongoing. First phase of comparison of basic results with G3 completed. Full G4 validation integrating new G4 software and DC2 results expected end of the year.

Note #3  Awating outcome of AOD-ESD task force

Note #4  Awaiting outcome of AOD-ESD task force

Note #5  Awaiting outcome of AOD-ESD task force

Note #6  Well in progress. Calorimeter completed, RTF recommended EDM for Tracking delayed due to lack of manpower

Note #7  Delayed from lack of information from all sub-systems

Note #8  Event Display exists, though not suitable for LAr Calorimeter. Integration of Calorimeter in general Event Display in requirement gathering stage. Lack of resources to work on graphics.

Note #9  Delayed pending recommendations for AOD-ESD task force

Note #10  This has been delayed with a formation of a search committee and call for nominations.

Note #11  Delayed due to lack of sufficient manpower

2.2.4.1 Simulation 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Validate pile-up
	15-Jul-04
	15-Jul-04
	15-Dec-04
	Delayed (See #1)

	US DC2 Production Commitment completed for simulation/digitization/pile-up
	15-Aug-04
	15-Aug-04
	15-Sep-04
	Delayed (See #2)



Note #1  DC2 delayed

Note #2  DC2 delayed

2.2.4.3 Combined Reconstruction 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	US DC2 production commitment for reconstuction completed
	15-Oct-04
	15-Oct-04
	15-Dec-04
	Delayed (See #1)



Note #1  DC2 delayed

2.2.4.4 Analysis 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Form US Atlas Analysis Support Group
	1-Jul-04
	--
	1-Jul-04
	On Schedule

	Deliver PhysicsAnalysis prototype.
	15-Jul-04
	--
	15-Jul-04
	On Schedule

	First analysis results from DC2 data
	1-Dec-04
	--
	1-Dec-04
	On Schedule

	First analysis results from from DC2 data
	1-Dec-04
	--
	1-Dec-04
	On Schedule

	First round of collecting user input for Analysis Support.
	1-Dec-04
	--
	1-Aug-04
	On Schedule

	Validate GEANT4 Physics with DC2 data
	15-Dec-04
	--
	15-Dec-04
	On Schedule

	Test Milestone
	1-Jan-09
	--
	1-Jan-09
	On Schedule



2.2.5 Software Support 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Testing Releases with New Compiler Versions
	30-Jul-03
	--
	31-Dec-04
	Delayed (See #1)

	Integrate CppUnit in ATLAS Nightly Build System
	30-Jun-04
	--
	30-Jun-04
	Completed

	Release Version 3.0 of NICOS nightly control system
	1-Jul-04
	--
	1-Jul-04
	On Schedule

	Install and support ATLAS releases and associated external software at BNL
	31-Dec-04
	--
	31-Dec-04
	On Schedule

	Support of ATLAS software nightly builds at BNL and CERN
	31-Dec-04
	--
	31-Dec-04
	On Schedule



Note #1  New compiler versions not yet available
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2.3 Subsystem Manager's Summary 
Bruce Gibbard (Brookhaven National Laboratory) 
The activities of the US ATLAS Computing Facilities during this reporting period where primarily focused on arriving at an operational status in support of DC2. While the fabric of the Tier 1 at BNL was already in place, significant additional processor and disk resources were brought into operation at the Boston and Chicago Tier 2 centers. During the reporting period a variety of Grid3 wide services/servers were deployed to support DC2 operations including RLS/RLI and DQ.

A variety of the milestones associated with DC2 production were delayed by late availability of versions of Athena required to do the required hardening of the US ATLAS Grid production elements. These in combination with the overall international ATLAS define delay of DC2 will result in large scale DC2 production occurring primarily in the next quarter. 

In addition to the evolution of Grid components required to support DC2 production activities, test deployment efforts were undertaken for components of longer term interest such as SRM’s and substantial development work was done in the area of distributed analysis as part of ADA.

2.3.1 Tier 1 Facility 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Tier 1 Fabric Upgrade Fully Operational for DC2
	25-Mar-04
	--
	25-Mar-04
	Completed




Bruce Gibbard (Brookhaven National Laboratory) 
There where only minor modification to the Fabric Infrastructure, which were responses to observed operation needs as DC2 ramped up.

2.3.1.3 Tier 1 Linux Systems 

During the reporting period recruiting continued bring the US ATLAS Tier 1 staff to its funding limit with the successful recruiting of Alexander Withers who will begin on 1 July. He has substantial Linux farm experience as well as some Grid computing experience and will be working initially in the Tier 1 Linux farms team.

2.3.1.2 Tier 1 Fabric Infrastructure 
Bruce Gibbard (Brookhaven National Laboratory) 
At the beginning of the running period the Tier 1 facility was fully prepared to support DC2 production and so activities during the period were dominated by a wide variety of modest to small scale reconfigurations and modifications identified as needed by actual operations in support of DC2.

2.3.1.1 Management/Administration 
Bruce Gibbard (Brookhaven National Laboratory) 
	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Tier 1 Linux CPU Upgrade for DC2 Complete
	10-Jan-04
	--
	1-Mar-04
	Completed

	LCG-1 Full Services Available
	19-Jan-04
	--
	1-Dec-03
	Completed




Bruce Gibbard (Brookhaven National Laboratory) 
There were only minor configuration changes to the Linux farm in response to needs identified during DC2 ramp up.

2.3.1.4 Tier 1 Storage Systems 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Tier 1 Mass Storage Upgrade for DC2 Complete
	26-Dec-03
	--
	15-Jan-04
	Completed

	Tier 1 Disk Upgrade for DC2 Complete
	9-Feb-04
	--
	1-Feb-04
	Completed




Bruce Gibbard (Brookhaven National Laboratory) 
Toward the end of the reporting period the Tier 1 was operated in support of DC2 production and a growing number of individual and small groups of individual users activities.

2.3.2 Tier 2 Facilities 

A wide variety of software and hardware upgrades to various Grid server systems were accomplished in response to observed needs of DC2 during its ramp up. A project was undertaken to deploy a Storage Resource Manager (SRM) front-end to the HPSS hierarchical storage management system.

2.3.1.6 Tier 1 Operations 
Bruce Gibbard (Brookhaven National Laboratory) 
There were no significant changes in the Mass Storage system during the reporting period. Media in the form of approximately 40 TB of 9940b tape cartridges was purchased in anticipation of DC 2 needs.

2.3.1.5 Tier 1 Wide Area Services 
Bruce Gibbard (Brookhaven National Laboratory) 
	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Tier 2 Fabric Upgrade Fully Operationsl for DC2
	25-Mar-04
	--
	25-Mar-04
	Completed

	Permanent Tier 2 Sites A & B Selection Complete
	1-Jul-04
	--
	1-Nov-04
	Delayed (See #1)



Note #1  Uncertainty regarding the funding mechanism for Tier 2's delay action in this area. The selection process is now back on track but for 3 sites instead of 2 and with a delay in completion of four months.

2.3.2.1 Tier 2-A "Currently Indiana/Chicago Prototype" 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	UC Tier2 prototype Center deployed and DC2 ready
	1-May-04
	[New]
	1-Jun-04
	Delayed (See #1)



Note #1  Final DC2 configuration delayed by NFS fileserver problems.


Rob Gardner (University of Chicago) 
UC Tier2 prototype cluster brought online and fully functional during this period. 32 dual Xeon 3 GHz, 16 TB storage, GigE connected to I-wire network and Starlight.

2.3.2.2 Tier 2-B "Currently Boston Prototype" 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	BU Tier 2 Fabric Upgrade for DC2 Complete
	5-Mar-04
	5-Mar-04
	5-Apr-04
	Completed




Saul Youssef (Boston University) 
60 processor Blade center and 4T ASA file server brought on-line and prepared for DC2.

Planning meetings were held to prepare space/power/AC for an expanded Tier 2 center.

2.3.3 Wide Area Network 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Beta Version Host Network Diagnostics Deployed
	27-Feb-04
	--
	27-Jun-04
	Completed



2.3.4 Grid Tools & Services 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	GCE 2.0: DC2 Alpha
	1-Feb-04
	--
	1-May-04
	Completed

	GCE 2.0: DC2 Delivery
	1-Mar-04
	--
	15-May-04
	Completed



2.3.4.1 Grid Infrastructure 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Capone Distributed Processing Design
	1-Apr-04
	[New]
	1-Apr-04
	Completed

	VDC schema for DC2 transformations deployed, ready for DC2
	1-Apr-04
	[New]
	1-Apr-04
	Completed




Rob Gardner (University of Chicago) 
Continued work on the Development Test Grid (DTG), testing new installations of the Grid3 environment. This work is being managed by Ed May of Argonne laboratory. The DTG was re-organized with other sites from iVDGL into the Grid3 development testbed, or Grid3dev. US ATLAS sites contributing: ANL, UC, IU, OU, and UTA. A parallel set of services for VOMS (Virtual Organization Management), Ganglia, Monalisa are used.

2.3.4.2 Workflow Services 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Capone "stub" prototype delivered
	31-Mar-04
	[New]
	31-Mar-04
	Completed

	Delivery of DC2 ready Capone + GCE system
	1-May-04
	[New]
	1-Jul-04
	Delayed (See #1)



Note #1  Still working on basic end-to-end functionality of integrated services (VDC, RLS, DQ, Windmill, Capone, GCE).


Rob Gardner (University of Chicago) 
Work continued on development of GCE (Grid Component Environment) based tools for job submission to Grid3 sites. Major changes include refactoring to work with Capone distributed processing model.

Prototype implementation of Capone system complete, including:

* Windmill message passing schema interface.
* Job thread creation and and processing framework.
* "Stub" version -- processing steps in a local shell environment.
* Basic grid services implemented, submission to Grid3 via Condor-G.
* Monitoring through Condor-G services.

2.3.4.3 Data Services 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	RLS services deployed at to US ATLAS locations
	30-Apr-04
	[New]
	30-Apr-04
	Completed

	VDC services deployed, development and productoin
	1-Jun-04
	[New]
	1-Jun-04
	On Schedule




Rob Gardner (University of Chicago) 
MDViewer updated to accommodate new VO information providers. MDViewer provides the only accounting service available in Grid3.

Job monitoring scripts developed to track execution progress of DC2 jobs running on Grid3.

2.3.4.5 Production Frameworks 

Data services include:

Deployment of Virtual Data Catalog Service in support of DC2. Two MySQL servers deployed: one at Chicago (development), the other (production) server at BNL.

Replica location services (RLS): two servers deployed, both with each RLI (replica location index) updating the other. One at Chicago, the other at BNL.

Don Quijote client tools deployed at tested. DQ server at Chicago deprecated in favor of production server at BNL.

2.3.4.4 Monitoring Services 
Rob Gardner (University of Chicago) 
	Milestone
	Baseline
	Previous  
	Forecast
	Status

	DC2 message schema implemented in Grid3/Capone execution system
	1-Apr-04
	[New]
	1-Jun-04
	Delayed (See #1)



Note #1  Several changes and ambiguities in the ATLAS messaging delayed completion of the message parsing interface in Capone.


Rob Gardner (University of Chicago) 
ADA (ATLAS Distributed Analysis) is a project to deliver an end-to-end distributed analysis system for ATLAS. The scope of analysis is taken to be the manipulation and extraction of summary data (e.g. histograms) from any type of event data (TAG, AOD, ESD, ...) and the user-level production of such data. Distributed analysis extends the extraction and production to an environment where the users, data and processing are distributed over the grid.

US ADA Progress report
2004 quarter 2
David Adams
November 16, 2004

There was significant progress in US contributions to ADA (ATLAS
distributed analysis) in the second quarter of 2004. Version 0.90
of DIAL was released with the following enhancements:
1. A new dataset merging interface will allow for faster merging.
This is presently a bottleneck for fast-running jobs.
2. Improved access to the GSI authorization list allowing
automatic updates while the service is running.
3. Increase in the data carried in job descriptions.
4. A dataset to descibe a collection of ROOT histograms was added.
5. A dataset to describe a POOL event collection was added.
6. An object for holding job preferences is now part of the job
submission interface.
7. It is now possible and easy to install DIAL at remote sites.

The ARDA project was initiated this quarter. One of the first ATLAS
activites was to install DIAL at CERN and provide a connection to
the prototype ARDA WMS (workload management system). We provided
feedback on the evolving ARDA design at the June ARDA workshop and
in numerous documents.

The GANGA team began the job of translating the DIAL classes into
python. This is done using lcgdict to provide a python class wrapper
for each DIAL class. A prototype GUI interface was constructed using
these wrappers.

For more information on all the above, see the ADA home page
http://www.usatlas.bnl.gov/ADA

2.3.5 Grid Production 

The top-level production framework for ATLAS is Windmill. Several releases were made available during this time. Development of this framework is done by K. De of UT Arlington, and is accounted for in WBS 2.3.5. See those sections for descriptions and specific milestones.

Interfaces to this production framework, and implementation of the message handling by Capone were developed during this time.

2.3.4.6 Analysis Frameworks 
Rob Gardner (University of Chicago) 
	Milestone
	Baseline
	Previous  
	Forecast
	Status

	DC2 GTS Version Ready for Production
	1-Apr-04
	--
	2-Jul-04
	Delayed (See #1)

	Start ATLAS DC2
	1-Apr-04
	5-May-04
	24-Jun-04
	Delayed (See #2)

	Windmill release with test jobs (non-Athena)
	8-Apr-04
	[New]
	8-Apr-04
	Completed

	Windmill production version (evgen jobs)
	5-May-04
	[New]
	5-May-04
	Completed

	Windmill full DC2 production version
	1-Jun-04
	[New]
	1-Jun-04
	Completed

	DC2 50% Complete
	15-Jun-04
	1-Aug-04
	7-Oct-04
	Delayed (See #3)

	Start DC2 on Grid3
	24-Jun-04
	[New]
	14-Jul-04
	Delayed (See #4)

	DC2 Production Goals Achieved
	27-Aug-04
	27-Aug-04
	15-Dec-04
	Delayed (See #5)



Note #1  DC2 will start late due to delays in ATHENA software release.

Note #2  DC2 will start late due to delays in ATHENA software release.

Note #3  Startup delay plus other factors is will delay DC2 about 3.5 months.

Note #4  Delayed due to lateness of ATHENA production release.

Note #5  Overall ATLAS DC2 schedule has slipped 3.5 months.


Kaushik De (University of Texas at Arlington) 
Most of the effort during this period was on tool development, testing, validation of the new production system. Large number of servers needed to be installed, maintained and tuned. Many sites configured. Repeated testing of almost daily releases of alpha software components in preparation for DC2.

This was a period of intense software validation and hardening. 20 different alpha versions of the Windmill software were released. A large number of GTS/Capone versions were also released. The production team tested, debugged and fed back information to the Windmill and Capone software development teams to improve the next cycle of the software. We also encountered some RLS problems, which led to job failures. The new Don Quichote data management system also frequently had problems.

During April stand-alone versions of Windmill and pre-release versions of Capone were tested extensively. In May-June we tested the entire production system. All members of the GTS and production teams (and many managers) participated in the testing, hardening and validation.

2.3.5.4 Operations 
Kaushik De (University of Texas at Arlington) 
Ed May, Horst Severini and Xin Zhao worked on the deployment of the software services on the ATLAS Grid3 sites. Dantong Yu and Jason Smith installed services at the BNL Tier 1 sites. BNL maintains a RLS server, and the VDC server. UC also maintains a replica RLS server. UTA maintains the jabber server. All sites maintain core Grid3 services - software, configuration, gatekeeper, MonaLisa. The larger sites also provide storage services.

2.3.5.3 Validation and Hardening 
Kaushik De (University of Texas at Arlington) 
We continued to recieve new versions of Windmill software in April. Capone was released in May. We tested thousands of evgen and simulation jobs in May and June, while we waited for the DC2 production version of ATHENA to be released.

List of major Windmill releases:

Windmill 0.7 - released April 8th
run thousands of test ‘dd’ jobs and simulated jobs (non-ATHENA, non-Capone).

Windmill 0.7.4 - released May 5th
tested thousands of DC2 event generation Athena jobs using GTS/Capone.

Windmill 0.8.1 - released May 20th
tested thousands of DC2 simulation jobs using GTS/Capone.

Windmill 0.9.1 - released June 1st
fix bugs, final 5% of missing parts, ready to start full scale production, if ATHENA is available?

Over ten thousand real jobs executed using Windmill during this reporting period.

2.3.5.2 Deployment of Software Services 
Kaushik De (University of Texas at Arlington) 
This period saw intense activity in preparing for DC2 startup. All the components of the new production system (and ATHENA) arrived late and led to a chaotic period. We had much less time for testing than planned. However, given the nature of the complex task involved in deploying a new production system with many dependencies, we launched DC2 with only a small delay.

The production team started working together as a cohesive group during this period. We also had daily interactions with the GTS team, and daily phone meetings with ATLAS. By the end of this period we were almost ready for DC2.

2.3.5.1 Software Acceptance 
Kaushik De (University of Texas at Arlington) 
