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1.  Project Objective

The U.S. ATLAS Project consists of the activities to design, supply, install and commission the U.S. portion of the ATLAS detector.  The detector will become part of the Large Hadron Collider (LHC) at CERN, the European Laboratory for Particle Physics.  The ATLAS detector is being designed to understand the dynamics of electroweak symmetry breaking.  The U.S. ATLAS collaboration is funded jointly by the U.S. Department of Energy and the National Science Foundation.

The fundamental unanswered problem of elementary particle physics relates to the understanding of the mechanism that generates the masses of the W and Z gauge bosons and of quarks and leptons.  To attack this problem, one requires an experiment that can produce a large rate of particle collisions of very high energy.  The LHC will collide protons against protons every 25 ns with a center-of-mass energy of 14 TeV and a design luminosity of 1034 cm-2 s-1.  It will probably require a few years after turn-on to reach the full design luminosity.

The detector will have to be capable of reconstructing the interesting final states.  It must be designed to fully utilize the high luminosity so that detailed studies of rare phenomena can be carried out.  While the primary goal of the experiment is to determine the mechanism of electroweak symmetry breaking via the detection of Higgs bosons, supersymmetric particles or structure in the WW scattering amplitude, the new energy regime will also offer the opportunity to probe for quark substructure or discover new exotic particles.  The detector must be sufficiently versatile to detect and identify the final state products of these processes.  In particular, it must be capable of reconstructing the momenta and directions of quarks (hadronic jets, tagged by their flavors where possible), electrons, muons, taus, and photons, and be sensitive to energy carried off by weakly interacting particles such as neutrinos that cannot be directly detected.  The ATLAS detector will have all of these capabilities.

The ATLAS detector is expected to operate for twenty or more years at the CERN LHC, observing collisions of protons, and recording more than 107 events per year.  The critical objectives to achieve these goals are:

· Excellent photon and electron identification capability, as well as energy and directional resolution. 

· Efficient charged particle track reconstruction and good momentum resolution.

· Excellent muon identification capability and momentum resolution.

· Well-understood trigger system to go from 1 GHz raw interaction rate to ~100 Hz readout rate without loss of interesting signals.

· Hermetic calorimetry coverage to allow accurate measurement of direction and magnitude of energy flow, and excellent reconstruction of missing transverse momentum.

· Efficient tagging of b-decays and b-jets.

2.  Project Manager’s Summary

During this quarter, the major driving forces for our computing effort were the ATLAS Data Challenges (DC) and demonstrations for the SuperComputing 2002 meeting in Baltimore November 2002.  A major phase of the ATLAS DC1 took place in this quarter, where the U.S. participated, producing about 20% of the 107 simulation events that were needed.  This used facilities at the U.S. Tier 1 center at BNL as well as those of the U.S. ATLAS testbed. 

The quarter also saw an increasing amount of work related to grid computing.  In particular the deployment of grid middleware products, such as the GriPhyN/iVDGL Virtual Data Toolkit (VDT), on our 8-site U.S. ATLAS testbed.  Much work went into making it easy to deploy and run both the grid middleware and the ATLAS software.  The ATLAS software distribution still suffers from a lack of infrastructure support from international ATLAS, however progress is being made on that front.  There is now an international Software Infrastructure Support (SIT) team which includes participation from the U.S.  Successes in our use of grid software on our testbed have contributed, through our feedback to middleware projects, to spurring these projects into delivering the product we need.

The LHC Computing Grid (LCG) project is now steaming ahead and we are participating strongly in the first joint project charged with delivering a persistence infrastructure for the LHC experiments.  This project, called POOL (POOL of Objects for LHC), is a result of the LCG RTAG (Requirements Technical Assessment Group) process.  The RTAG quickly (on the timescale of a month or 2) assesses technical requirements and recommends a project with deliverables that the LHC experiments will use.  The POOL project recommended using an object streaming software layer based on ROOT and a relational database layer for file management, both areas driven by U.S. expertise.
Budgeting is an ongoing problem.  The work projected is baselined to profiles indicated in reviews, but when funding arrives, it is typically less than the profiles given.  This reduces the ability of the project to deliver critical elements of software to ATLAS.  A second factor here is the lack of infrastructure support from international ATLAS, which produces further demands on the project beyond the planned scope.  Both of these factors represent an ongoing struggle.

3.  WBS 2.1 Physics Manager’s Report (Ian Hinchliffe, LBNL)

This quarter saw the start of the production for DC1 phase 1.  Parameter sets were provided for the productions which focused initially on the large samples of jet events required for the studies needed by the upcoming Trigger Technical Design Report.  These can be found at http://www-theory.lbl.gov/~ianh/dc/.
Work began on the integration of special purpose generators into the ATLAS code base. These codes are aimed at the simulation of special final states which may be poorly simulated by the multipurpose generators.  Integration of CompHep which computes configurations of many widely separated jets was done.  Events are read from a file, which is produced by a user, are read processed via Pythia to generate the full final state and then passed in the common format to the simulation chain.  The AcerMC package which is optimized for events containing a Z and two b-quark jets was also supported.  In the future the support will be extended to Herwig and Isajet; this requires the authors of those packages to make some changes to their code and implement the standard that was agreed at the meeting at Les Houches in the summer of 2001.

A new package was introduced to provide the ability to filter events before they are passed to Simulation.  A few filters have been provided to act mainly as a template for users who wish to modify them for their own use.  However a filter is needed to reproduce exactly the behavior of the (FORTRAN based) filter run before events are sent for full simulation.  As the fast simulation (ATLFAST) is used for monitoring and normalization of the production, a filter which can run in Athena is required.  This Athena based filtering strategy will also be needed when the Geant-4 simulation becomes active at the end of 2002.
4.  WBS 2.2 Software Manager’s Report (Torre Wenaus, BNL) 
Software project efforts in the quarter have largely focused on completing Data Challenge 0 and launching Data Challenge 1. Data Challenge 0 seeks to demonstrate a complete ATLAS data processing chain from physics generators through simulation, reconstruction and analysis.  It was completed in June.  The simulation part of DC0, for which the U.S. was responsible, was completed in the last quarter. All the U.S. deliverables for DC0 associated with databases and data management were met on time, as were most of those associated with the framework. DC1 began in April and grew into a large distributed simulation production operation by the end of the period.  Other activities were associated with the launch of the LHC Computing Grid Project and the alignment and integration of U.S. efforts with that project.

WBS 2.2.1.1, 2.2.1.2, 2.2.1.4 Framework, Architecture and Event Model
Work during this reporting period has been focused towards two main areas - the ATLAS Data Challenges and an increasing involvement in the LHC Computing GRID common projects.  Significant developments during this reporting period are:

· U.S.-ATLAS personnel were asked to provide a leading coordination role in managing the Event Data Model and Detector Description activities for Data Challenge 1 Phase 2, scheduled to begin in Fall 2002.  Specifically the Chief Architect (David Quarrie, LBNL) was requested to coordinate both activities, and in consequence asked for a broadening in the role of Srini Rajagopalan (BNL) in the area of the Event Data Model. Weekly meetings are being held, alternating between these two topic areas, as well as frequent detector-specific technical meetings.

· A new strategy for the Detector Description and misalignment management has been adopted, being an upgrade of the design used by CDF.  The development effort is lead by Joe Boudreau (PU).  Prototype implementations are under development for the Muon and Inner Detector subsystems.

· The strategy for migrating from the existing Event Data Model for the raw data to a new design that addresses the needs of the High Level Trigger, the Simulation and Reconstruction has been mapped out, with a detailed task list for tracking progress. Agreement has been reached from all detector subsystems and the trigger.

· An on-going optimization effort aimed at the raw Event Data Model has resulted in considerable performance gains for certain operations.  These gains address limitations of the previous implementation.

· The ATLAS and LHCb code bases for the GAUDI Framework have essentially converged, with modifications and enhancements being applied to the common repository.  Fixes for the Solaris platform have been incorporated.

· A more detailed study of the Python scripting support has identified problems with the previous design and this has resulted in a new design, which is still underway.  In conjunction with this, a Python-based shell for new users, intended initially as a guide for new users, has been developed.  This is intended to be available for the Software Week in September 2002.

· Progress on the pile-up support has been slow because of other high priority tasks, but it is still expected that an initial prototype for one detector subsystem will be available in September 2002, with a first full-functionality implementation (albeit with some memory and/or cpu constraints) by the end of 2002.

· Data Dictionary support for the ROOT persistency back-end is underway, with delivery planned for August. Better integration with the CMT configuration management has also been achieved.  A tool for automatically generating the so-called "Class IDs" is being developed.  The object introspection back-end is currently underway.

· The set of tutorials has been updated for the StoreGate Event Data Model and Data Dictionary.  A set of these tutorials was presented at the Software Week in May.

· Several U.S.-ATLAS members are involved in either RTAG or Work Group activities for the LCG Common Projects.  This includes the Architecture Blueprint RTAG (Torre Wenaus, BNL, Chair; David Quarrie and Craig Tull, LBNL, ATLAS representatives), the Persistency RTAG and Work Group (described elsewhere in this report), and the Detector Description RTAG (Steve GoldFarb, Michigan).

WBS 2.2.1.3 Databases and Data Management 

This reporting quarter saw the commissioning of the LHC Computing Grid (LCG) Project's first joint software development effort, charged with delivering a persistence infrastructure that can be shared by the four LHC experiments.  The commissioning process began in April, when the LCG's Requirements Technical Assessment Group (RTAG) on persistence, convened by David Malon, delivered its recommendations for a common persistence infrastructure.  The report recommended an object streaming layer based upon ROOT, and a relational database layer for file management and higher-level services.  The recommendations were quickly accepted and a common development project was launched, with Dirk Duellmann of CERN IT Division's Database Group as project lead.  A kickoff workshop was held in early June.  Participants assented to several concrete proposals contributed by the U.S. ATLAS database group.

U.S. ATLAS will provide essential components to this project, dubbed "POOL" (for "Pool Of Objects for LHC").  Prominent among these components are the machinery for ROOT persistence of non-ROOT objects (i.e., objects not inheriting from the ROOT base class TObject), and event collection services, including queryable collections with functionality equivalent to tag databases.  Design and development of these components began in this reporting quarter, and are due for delivery in the fall of 2002.

The ATLAS database group held an architecture workshop in mid-April in Orsay to consider ATLAS architectural ideas, as articulated in a draft architecture document and in a later hybrid event store design document, in light of the soon-to-be-initiated LHC-wide persistence project.  These architecture and design documents have been described in earlier quarterly reports.  Experts from CERN IT/DB, from the ROOT team, and from other LHC experiments, were invited.  The workshop was useful in clarifying what ATLAS ideas are and are not likely to survive in an LHC-wide product (or, rather, are and are not likely to appear in early incarnations of an LHC-wide product), in exposing areas in which ATLAS lacks internal consensus, and in providing direction for generalizing some event-specific notions in the current ATLAS architecture and design documents.

The ATLAS detector description group met at Brookhaven in early April.  An outcome of that meeting was a request to the database group to provide access to "primary numbers"--numbers that parameterize the ATLAS geometry description--from a MySQL database based upon technology delivered by the Brookhaven NOVA project.  The U.S. database group updated these primary numbers to correspond to current software releases, adding magnetic field and the ATLAS Muon Database (AMDB) data (the latter needed by the muon reconstruction program Muonbox), and developing a set of examples for primary number access from Geant4 simulation code.  Development was begun on a conversion service to provide access to these numbers from the Athena offline control framework.  A prototype of this conversion service is due to be delivered by the U.S. group at the end of July, and to be incorporated as a production component in Release 5.0.0, currently scheduled for late September.

ATLAS Data Challenge 0 continued in this reporting quarter, requiring significant production support and limited Objectivity/DB infrastructure support from the U.S. ATLAS database group.  By the end of the quarter, most of the data challenge had come to a successful end, with only the Atlfast chain, which had changed substantially since earlier releases, remaining to be demonstrated.  Most of the Objectivity-related work was at the subsistence level (e.g., changes to support upgrades to the underlying Gaudi kernel, and to support a requirement for reading from multiple collections).  No new Objectivity-based development is expected.

ATLAS Data Challenge 1 production has required a significant amount of effort from the U.S. ATLAS group.  In addition to production-specific activities, the data challenge has required development effort on the part of the U.S. ATLAS AthenaRoot team, as the conversion service and the specific converters must support both the RD event model and a partial migration away from that event model, as required for the High Level Trigger TDR work that will be based upon Data Challenge 1 production. Like the Objectivity-based conversion services, the AthenaRoot conversion services will also be retired when the LHC-wide persistence infrastructure provides sufficient functionality.

The data challenges have provided an opportunity and a context for virtual data prototyping by the U.S. database group, based upon ideas from the U.S. grid project GriPhyN ("Grid Physics Networks").  Sasha Vaniachine of the U.S. group delivered the ATLAS invited talk at the ACAT 2002 workshop in Moscow, and described some of this wrk at that forum.

It became clear in this quarter that ATLAS preferred to wait for results from the CERN LCG persistency project rather than to see a continuation of the implementation of the BNL HES (hybrid event store).  The design and implementation were halted with the expectation that the HES design document will be of use to the LCG project.  The design was presented in the April meeting of the ATLAS DB group.  This meeting was largely devoted to understanding the HES design, integrating with the ATLAS baseline outlined in the ADB document and making plans to contribute to and make use of with the LCG project.

WBS 2.2.1.8 Distributed Analysis 

This quarter saw the initiation of a new project to explore distributed interactive analysis of large event data samples.  Our eventual goal is to populate the local disks of farm nodes at multiple sites with different parts of a dataset and then analyze these in parallel with independent processes running on each node.  The datasets discussed previously are an important component in this project and most of our effort has been dedicated to their implementation.

ROOT is an obvious candidate for the interactive interface.  It is not yet clear (and somewhat controversial) whether the data files need to be processed in the ATLAS Athena framework or whether some data files might be processed directly in ROOT.  We expect to offer both options but will probably start with a simple application that uses ROOT to read event generator data.

WBS 2.2.1.10 Distributed Data Management and Processing Software  

One important realization that grew out of the HES effort was desire to process collections of data that do not correspond to a single file and may include subset of events from multiple files.  In addition it is desirable to specify only part of the data in a file for a particular event or to take pieces of the data for each event from different files.  We introduced an object called a dataset which allows us to specify such an event data collection.  If the data is stored in an object database, then the dataset can be a list of object or event identifiers such as the existing ATLAS event collection.  The dataset generalizes this concept to the case of a HES-like system where the event data is stored in files and there is no central source cataloging all event data objects or even events.  A dataset can include all the data in a particular file, a subset of the data in another dataset or a merge of the data in a collection of datasets.  Datasets would also provide a means to locate their data either by consulting a file catalog with a logical file ID or by carrying a physical file name.  During the last quarter, these ideas were expanded in a note and a couple of talks and a simple implementation were begun.

Development and application of the Magda distributed data management system continued during the period.  The principal goals of the Magda project for this period were participation in the ATLAS Data Challenge 1 (DC1) and significantly improving the speed of data transfer between BNL and CERN.  At the same time, Magda developers actively participated in preparation for the U.S. ATLAS July testbed production and for the Super Computing 2002 (SC2002) demos.

The web interface of Magda was enriched during this period.
1. A web interface for filling collections was developed.  Users choose a collection from a list to fill.  The collection can be filled with the content of a selected location, or all logical files matching specified keys.

2. Work on a web interface for deletion has been started.  At the moment, users are allowed to delete all file records at a specified site location.

3. Web file listings can now be sorted by subdirectory.

4. Users can activate and deactivate replication tasks from a password-protected web page.

5. Users creating a file location with the web interface can now specify whether or not spider should scan that location.

The data replication part of Magda continues to grow.  It is now forbidden for two active replication tasks to share the same input collection and/or caches.  Data replication has been extended to support disk-rftp and disk-castor transfers.  Replication of dynamic collections of files now supports the BNL HPSS source.  A replication task can be started even before the production jobs are submitted.  This greatly increases the efficiency of using network bandwidth.  A new conduit was opened in the BNL firewall in order to run bbftp in ssh mode.  The bbftp protocol has been integrated into Magda and is heavily used for ATLAS DC1.  The bbftp-armed Magda works quite stably when using local disks as caches one both ends from BNL to CERN.  The U.S. ATLAS ftp gateway aftpexp has been upgraded.  With his DOE certificate, Wensheng Deng successfully ran globus-url-copy and to transfer data from BNL to CERN.

Much effort had been put into the Pacman distribution of Magda with the goal of simplifying the installation of Magda-related software.  The distribution includes MySQL client, perl, perl add-on modules and Magda itself.  Two versions of the distribution were made and put in the Pacman BNL PAS cache.  One requires root privilege.  With a single Pacman command, users can smoothly install all components of the distribution and then easily run Magda after executing a Pacman-generated setup script.  Pacman was enhanced in response to requirements that grew out of this effort.  Pacman is being used to deploy Magda at the eight U.S. ATLAS testbed sites and will be cataloging and moving files in the upcoming testbed production.  Magda will be a part of the U.S. ATLAS testbed demos at SC2002.

Atlas collaborators at Milan are examining Magda and will be integrating it with GDMP. Oslo NorduGrid developers plan to evaluate Magda and run their own Magda server.

Further integration of Globus tools, particularly GridFTP and remote command execution for more flexible Magda usage, are part the short-term plan.  The plan also includes investigation of a new logical entity ‘farm', distinct from 'site', to accommodate locations distributed across the local disks of a processor farm.  This and the integration of Magda collections with datasets will facilitate the dataset-based distributed analysis being developed at BNL.

WBS 2.2.2 Simulation and Reconstruction Software 

Activities in the quarter focused on DC1 production.  A standalone DC1 simulation production toolkit was developed based on the production software release (3.2.1).  External dependencies (MySQL, ROOT I/O, Compiler specific libraries etc) are encapsulated in a "sandbox" type structure which can be exported to any Linux operating system and executed in the same way as on the original (CERN, BNL) computers.

Production parameters, which are subject to potential changes or variation during the DC1 cycle are maintained in a single central Database.  Following the Virtual Data Transformation technique, this central catalog is split into a set of logically independent ("orthogonal") components – Site description, Software signature description, Physics Application parameters etc.  Input to a processing step (transformation) in general may be the output of previous steps described in the same Transformation Database thus allowing dynamically regenerated intermediate data as needed, if their access is more I/O expensive than available CPU.  This system is used to centrally manage the U.S.-ATLAS DC1 production.

A pacman-based version of the DC1 simulation production is prepared.  Pacman is the standard software packaging system developed by U.S. ATLAS.  The packaged production software can run in a standalone environment on any GRID computer.  Distribution is written and maintained in a BNL_PAS pacman cache.  It is intended to be used in the fall by the U.S.-ATLAS community to export DC1 production onto GRID test beds.

WBS 2.2.4 Software Support and QA/QC 

A facility that produces nightly builds of ATLAS software based on the versions of packages for the next stable software release was monitored and expanded.  The frequent problems with CERN's AFS file system can interrupt the nightly build processes.  A special monitoring process was created that checks the status of nightly build jobs and restarts them if necessary.  As a result the number of nightly build failures because of technical reasons was reduced from several per week to 2-3 per month.  The regular tests of nightlies were expanded and the extensive testing of functionality of ROOT related packages was added.

The work on Component Testing was continued.  A new package TestPolicy with scripts and makefile fragments for the component testing of Atlas software in the CMT release tool framework was included in the stable Atlas Software releases starting April 2002.

The ATLAS ROOT installation area was set up in April 2002 (with U.S. Atlas Librarian as an administrator).  A new package Atlas ROOT was created that interfaces ROOT for CMT release tool framework.

New Atlas software was promptly installed at the BNL Tier I Center, usually in one - three days after CERN installation.  The BNL software support page is updated in a timely way with details and examples of usage of new Atlas Software releases.

The U.S. Atlas MySQL, web server and cvs pserver were maintained and administered and their services were actively used by the U.S. Atlas community.

At the request of the LCG project, the SCRAM release management tool was being evaluated and compared with the CMT tool that is the official tool in ATLAS.  By the end of June, the core ATLAS software packages were successfully built with SCRAM. The document in which two tools are compared will be completed in the third quarter.

Project Management

The XProject project planning software developed in U.S. ATLAS was adopted by the Applications Area of the LCG Project.

Summary of Major Milestones and Deliverables
WBS 2.2.1.2 

· DC0 (‘full chain test’) release of Athena (Apr)

· Bytestream (DAQ data format) conversion service implemented (May)

· Introduction of history objects in StoreGate (Jun)

· New Python scripting service in Athena (Jun)

WBS 2.2.1.3

· Support for ROOT persistency of the 'RD Event' (Jun)

· ROOT persistency support implemented in the ADL back end (Jul)

WBS 2.2.1.10

· DC0 simulation data published in Magda (Feb)

· Magda replication services enhanced for general use (Mar)

WBS 2.2.4

· Deployment of 'DC0 production chain' as test protocol (Jun)

· Incorporation of code checker in automated builds (awaits code checker release from QA team)

Forthcoming Milestones and Deliverables

WBS 2.2.1.2

· Python-based shell for new users in place (Sep)

· Pile-up support in Athena 1-detector prototype in place (Sep)

· New ‘GeoModel’ detector description prototype implemented for muons (Jul)

· Data dictionary support for ROOT persistency (Aug)

· Automatic generation of Class IDs (Sep)

WBS 2.2.1.3

· NOVA geometry description conversion service prototype (Jul)

· LCG POOL hybrid data store initial internal release (Sep)

WBS 2.2.4

· Completion of SCRAM/CMT evaluation report for the LCG (Aug)

5.  WBS 2.3 U.S. ATLAS Facility Manager’s Report (B. Gibbard, R. Baker, BNL)

During the third quarter of FY ’02, facility staffing was maintained at the level of 4.5 FTE on project plus an additional 0.5 FTE for ATLAS Grid support funded via PPDG.  This is the staffing level that was presented in the FY’02 plans during the review conducted in November.  During the first two months of the quarter, the facility continued normal operations, primarily Monte Carlo production for a variety of detector studies and service as the Tier 1 node in the U.S. ATLAS Grid test bed.  During June, the facility began support of ATLAS Data Challenge 1 production which fully utilized the facility and was scheduled to continue through most of the fourth quarter.

WBS 2.3.1 Tier 1 Computing Facility at Brookhaven National Laboratory

WBS 2.3.1.1 Hardware

During the third quarter of FY’02, no funding was available for hardware purchases.  The expanded disk storage system was fully integrated into the Tier 1 facility and performed very well.  

In order to maximize the CPU resources available for DC1, the facility did begin a CPU resource sharing arrangement with the much larger RHIC Computing Facility (RCF).  With this arrangement, idle U.S. ATLAS Tier 1 CPUs are made available to designated production managers from RHIC through a special low priority batch queue.  In return, idle RCF CPUs are available for ATLAS production work.  Jobs in the low priority queues are preempted when higher priority jobs are present, so this arrangement has no negative impact on resources available to ATLAS.  During the third quarter, the RCF was extremely busy with preparation for a major nuclear physics conference, so the ATLAS facility was able to provide some extra power for this effort.  It is expected that the situation will be reversed during the fourth quarter with the RHIC collaborations taking vacations after the conference and ATLAS going into full data challenge production.

The level of effort directed to WBS 2.3.2.1.1 during this quarter was constant at 1.6 FTE.

WBS 2.3.1.2 Tier 1 Facility Software

During the quarter, continuing maintenance and upgrade work went into the major commercial products used in the facility including HPSS, AFS, Objectivity, LSF and Veritas.  Much of the effort for this is accounted for under WBS 2.3.1.2.  The level of effort for WBS 2.3.1.2 was at the planned 1.2 FTE during the quarter.

WBS 2.3.1.3 Tier 1 Facility Administration and Support

Management efforts were focused on dealing with the evolving funding realities and the slippage of the LHC startup schedule into 2007.  The revised plans were discussed with the NSF and DOE in June.

The level of effort for WBS 2.3.1.3 was 1.7 FTE, which includes Tier 1 Facility management and planning, oversight of the full U.S. ATLAS facilities effort and also Tier 1 operation and monitoring support.

Summary of Major Milestones and Deliverables
This quarter saw completion of one milestone (U.S. ATLAS Online Storage System Prototype). This deliverable were originally scheduled for completion in the fourth quarter of FY ’01, but the funding for the required hardware was not available until August 2001.  This completed all of the components of the facility required for Data Challenge 1 phase 1, a major project milestone.

WBS 2.3.1.1 

· U.S. ATLAS Online Storage System Prototype (completed April 2002) – AFS System installed Q1 FY 02, NFS storage installation and integration completed April 2002.

Forthcoming Milestones and Deliverables

The next set of Tier 1 Facility deliverables, all scheduled for completion in the fourth quarter of FY ’02, are upgrades to the main facility components (CPU, Disk Storage, Tape Storage).  There is currently no funding for any upgrades during this fiscal year, so any work against these deliverables will be delayed into FY ’03.  The next Tier 1 Facility milestone is to have a 10% Processing Farm Prototype in place for Data Challenge 2 by December 2002.  Timely completion of this milestone requires sufficient funding available either late FY ’02 or early FY ’03.  Early FY ’03 budgetary guidance indicates that funding is likely to be less than required.  Continued slippage in the LHC schedule and potentially ATLAS DC2 schedule may necessitate a review of the appropriateness of the scale and/or schedule of this milestone and others.

6. WBS 2.3.2 Distributed IT Infrastructure (Rob Gardner, Indiana University)
Computing for U.S. ATLAS will rely on a distributed information technology infrastructure, which includes distributed computing resources and data stores interconnected by high-speed networks.  Grid middleware systems will be deployed to utilize these resources efficiently.  The Distributed IT Infrastructure subproject, WBS 2.3.2, is organized to meet these requirements for U.S. ATLAS.  R. Gardner is the project manager for WBS 2.3.2, and reports to R. Baker/B. Gibbard, the Facility Project Managers.  The distributed IT project planning page is http://www.usatlas.bnl.gov/computing/mgmt/dit/.
From this page are links to WBS 2.3.2 with projections into the Grid Project Planning numbering scheme developed for U.S. ATLAS using XProject.  

WBS 2.3.2.1, 2.3.2.2  ATLAS Requirements and Grid Architecture

Efforts to define the requirements for worldwide ATLAS computing and the Grid Architecture required to support that computing continued, largely driven by data challenge activities both within the U.S. and the worldwide Data Challenge 1 phase 1 which occurred during the second half of FY'02.  These exercises were instrumental in the formulation of ATLAS requirements for the second phase of DC1.  This exercise will start with a loosely coupled worldwide Grid of computing resources and attempt to build additional commonality, including a first implementation of an ATLAS Virtual Organization and a single resource broker managing the entire worldwide ATLAS Grid.  The worldwide computing model and architecture will certainly evolve based on experience with DC 1 phase 2 and the subsequent DC 2.

WBS 2.3.2.3  Integration of Grid Software

2.3.2.3.1  Toolkit configuration, deployment and support
PACMAN news from Saul Youssef (Boston U.):  Developed Pacman 2 with new features necessary for ATLAS DC’s, SuperComputing 2002 demos and in anticipation of future needs.
2.3.2.3.2  Grid Workflow Management
VO server management and automatic grid-mapfile generation (report from D. Yu)

a.  BNL maintains the U.S.-ATLAS Virtual organization server, and adds new users to the ATLAS VO server.  The VO server software package was modified so that it can download the certificates from DOE-certificate authority on-line repository and modify the format of certificate, make them to be GLOBUS compatible.

b. The grid mapfile software package developed by EU datagrid was enhanced.  Traditionally, if a grid user wants to use the grid resource at a specific site, he/she has to contact with the site administrator for authorization, then the site administrator manually updates the gridmap file to authorize the user to use the local resource.  This model is not scalable.  The EU datagrid developed the gridmap package which could download the user certificates from its virtual organization and generate the mapping from user's identify to local accounts. But the model does not satisfy our site requirement and needs site administrator's manual intervention.  The modified package, written by D. Yu,  adds several functionalities: such as merging the existing mappings with new mappings obtained from VO server, automatically updating the grid mapfile at daily basis.  The software package can be distributed by pacman. To install it, just type: pacman -get BNL-ACF:edg-mkgridmap.

2.3.2.3.2.3  Distributed Scheduling
Grappa work from D. Engh U. of Chicago: the apr-jun quarter, Grappa was significantly improved:

1) using an easily portable version of atlfast.
2) simplifying and generalizing the incorporation of compute hosts allowing simultaneous job submission to sites with differing software  configurations.

3) improved job scheduling allowing simultaneous job submission to resources of widely varying computing power.

4) development of job monitoring java servlets to interactively monitor status of globus(GRAM) jobs using globus protocols.

5) addition of system monitoring tools, esp ganglia, to monitor grid systems health.

6) loosely integrating grappa with magda.
2.3.2.3.3  Generic interfacing to Mass Stores
Magda:  Magda (together with another project 'GRAT') was in the testbed production for the Atlas Data Challenge.

1) 1 (DC1).  'globus-url-copy' and 'globus-job-run' were integrated into magda_putfile.  People could run magda_putfile to do third-party transfer, put files to BNL HPSS directly, and register files to the Magda database.  'globus-url-copy' was also used in the bulk data replication from BNL HPSS to cern castor.  Another trans-Atlantic transfer engine used is bbftp which worked very well also.  About 4 TBytes data had been copied between the mass storages of BNL and cern for the Atlas DC1.  The file spider worked diligently as usual.  35K DC1 files are available through Magda.

2) 2/ Magda servers were moved and split in this period.  The database server is on magda.usatlas.bnl.gov, and web server on www.atlasgrid.bnl.gov.  The main Magda page now is http://www.atlasgrid.bnl.gov/magda/dyShowMain.p.

3) 3/magda_getfile figures out which file instances to retrieve, and fetchs remote instances if necessary. Magda_putfile automatically figures out which remote host to contact if remote host is not provided as an argument and it is needed; if it is provided, use the provided.

4) 4/ The interfaces for the deleting of file records have been developed, both on the web and on command line.  A protection of empty input from the web form was added.
5) 5/ The metainfo proposed by the Grappa developer was saved to the Magda db, can be retrieved by file name from both the web and the command line.
6) 6/ A new column was added to the location table.  The file spider checks that column to decide whether or not it needs to crawl a location.

7) 7/ The integration of Magda with GDMP was tried in Milan: 'gdmp_register_local_file' and 'gdmp_publish_catalogue' were put into magda_putfile; it seems working as expected.

8) 8/ The strategy of cataloging farm files was discussed and will be implemented in a month.

9) 9/ A poster about Magda and live demonstrations of file transferring with Magda are in preparation for SC2002 demo.

10) 10/ The web services from Magda was implemented with perl SOAP::Lite module. People can use it to query Magda database and register files 11/ The star experiment has Magda servers running and is evaluating it

11) 12/ We finally got a workable machine with root privilege.  The installation of software has been started to do the RLS test.

WBS 2.3.2.3.4  Grid Monitoring

This effort is being led by Dantong Yu of Brookhaven National Laboratory.  Initial steps in organizing a monitoring effort were taken during this period. U.S. ATLAS participates in the joint PPDG/GriPhyN effort for Grid monitoring.  Use cases and requirements for a cross-experiment testbed were developed and collected.  Work now focuses on developing facilities monitors and MDS information providers.

Work on PPDG/SC2002 Grid Monitoring Project.

a. Deployed U.S.-ATLAS Map Center for SC2002 ATLAS demo. Grid Map Center has been designed to logically and graphically represent all elements, applications and services running over grids. It polls grid entities and services (GridFtp, MDS, Gatekeeper), check their status and builds aggregated views of difference types of grid entities.
b. Modify U.S.-ATLAS Map Center for the need of SC2002. The Web site can be found at http://www.atlasgrid.bnl.gov/mapcenter/.
c. Testing GLUE Schema. 

WBS 2.3.2.4  Testbeds

A testbed participant face-to-face meeting was held April 4-5, 2002 hosted by UTA. see: http://heppc1.uta.edu/atlas/workshop_april_2002/.  This was the first Testbed workshop in 1 year since U. of Michigan meeting. During this period, we have gathered considerable experience through the deployment of our testbed and benefited from regular phone meetings.  The upcoming data challenges will provide a major test of our testbed capabilities.  Detailed plans of how we organize the testbed activities in the near future are essential for the success of DC1. This workshop primarily focused on U.S. ATLAS Grid Testbed site deployment issues:

· uniform deployment of VDT 1.0 at testbed sites.

· core software deployment at testbed sites (afs, local...)

· participation in DC1 data generation (Tier 1, testbed, TeraGrid, other facilities)

· plans for scheduling, monitoring, site policies etc.

· status of U.S. ATLAS tools like pacman, magda, grappa, gridview, gripe...

· other user level grid tools for DC1 data analysis

· other software issues/requirements for testbed sites

All 8 sites reported their status and plans including the status of planning and deploying VDT and MDS monitoring.  Sites agreed to deploy Globus 2.0beta on a new set of gatekeepers at each site (using first pacman distribution tools) and to deprecate the use of Globus 1.1.x. All sites agreed to begin supporting (and using) certificates from the DOE Science grid CA hosted by the PKI project at ESnet.  A Saturday session of hands on testing of gatekeeper setup using pacman was held.

A testbed participant face-to-face meeting was held Jun 12-13 hosted by Boston University. See http://physics.bu.edu/~youssef/meetings/june_2002/.
The principal results of this meeting were

1) Coordination of GRAT and GRAPPA user tools.

2) Initial planning for SC2002 demos

3) Planning and coordination of U.S. ATLAS testbed running production simulations.

The testbed group continues to hold weekly teleconference coordination meetings.  All 8 sites have successfully upgraded to Globus 2 beta and the U.S. Atlas grid environment via the Pacman distribution system.  ANL-HEP brought up two machines running the European EDG software to provide an integration testing platform between the U.S. testbed and the EDG testbed. The testbed is now configured to run in a dual mode, supporting both R&D testing and production running, principally by having at least two separate gatekeepers at each site. The testbed continues to host activities associated with the R&D projects: Atlas Grid, PPDG, Griphyn, and iVDGL.

WBS 2.3.2.5  Wide Area Network Integration

The networking developments continue with Shawn McKee serving as U.S. ATLAS networking project manager.  Ongoing monitoring of network connections between U.S. ATLAS grid testbed sites using Perl scripts, Iperf and Globus job submission.  Results graphed and available online using Cricket at http://atlas.physics.lsa.umich.edu/~cricket/cricket/grapher.cgi. HENP working group meeting in conjunction with Internet2 Spring meeting in Arlington, VA.  Numerous network topics discussed.  Agenda and presentations available from the HENP WWW page at http://www.internet2.edu/henp.
WBS 2.3.2.7, 2.3.2.8  Prototype Tier 2 Centers

Boston University.  Most of our effort during this period was in deploying the software needed for ATLAS data challenges and the upcoming Supercomputing 2002 demo.  This is covered above in the PACMAN work description. Soul Youssef is managing the work for the upcoming SC02 demos which include interoperating grid middleware on the U.S. testbed and European DataTag sites.  We continue to delay buying new hardware until it is needed for the participation in DC2 of ATLAS scheduled for early 2003.  We do make use of existing hardware of the university/s Scientific Computing and Visualization department to run ATLAS testbed production and test software development. 

Indiana University. 

- Installed Ganglia to monitor site.

- Updated pacman.

- Installed grappa demo using pacman.

- Got trouble ticket system installed.

- Had "all-hands" meeting with computer center personnel doing work related to the center.

7. Financial Report (Chuck Butehorn, BNL)

The total of funding for the U.S. ATLAS Computing Project is expected to reach $7,221,000 dollars during Fiscal Year 2002.  The Project is supported by two funding agencies.

DOE program funding includes allocations from Fiscal Year 2000 through 2002, in the amount of $5,161,000.  The remaining Undistributed Budget of $50,000 was issued to collaborators during the second quarter of Fiscal Year 2002.

NSF funding is based on:

· Contracts issued under an existing NSF Grant for LHC Computing ($1,920,000) with Columbia University.  The overall U.S. ATLAS Computing Project’s share of the grant is $1,290,000.  No additional funding was issued during the third quarter of Fiscal Year 2002.  There is a pending request for a supplemental increase to the existing NSF Grant with anticipated additional Fiscal Year 2002 funding in the amount of $520,000.

· NSF Grant with University of Chicago ($250,000) to support U.S. ATLAS Computing efforts.

Appendix Table 1:  The details of the reported costs and reported obligations.

Appendix Table 2:  Summary of Agency funding Profile

Appendix Table 3:  Summary of Allocation of Funding to Institutions
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