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	2.1 PHYSICS





2.1 Subsystem Manager's Summary 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Hinchliffe
	1-Jul-04
	20-Oct-04
	1-Jul-04
	 


Ian Hinchliffe (Lawrence Berkeley Laboratory)
Migration to the LCG Genser Project for Herwig and Pythia was completed In January 2004. The Pythia version migrated to 6.220 and older versions dropped. Output of all event generators to AthenaPool is fully operationa l at the end of January. The ATLAS system if Units was migrated to MeV/mm as completed in January 2004. This change affected all of the WBS items under 2.1.

Work began on making Sherpa (fully C++ generator) available in February. After interaction with the Sherpa authors this code was made available to the collaboration in March 2004. The EvtGen (b-decay) package became available in February 2004 and will be used in production in DC2.

Implimented the Cascade event generator in March 2004. This is based on a more sophisticated version of the QCD parton model and is optimized for processes of low mass.

First version of Jimmy made available in February 2004. This is an add-on package to Herwig that is needed to properly describe underlying events. A migration to Herwig 6.505 was necessary and was completed in March. Jimmy entered validation at the end of March with the intent that it be used ion DC2. More involvement of physicists in the validation of this tool is needed before it can be used for large scale event production.

Validation for event generation for DC2 started In February 2004. This web site can be consulted for details. http://phyweb.lbl.gov/~ianh/dc/.

	2.2 SOFTWARE





2.2 Subsystem Manager's Summary 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	DC2 Phase 1 (simulation) starts
	1-Apr-04
	[New]
	24-Jun-04
	Delayed (See #1)

	DC2 Phase 2 (reconstruction) starts
	1-Jun-04
	[New]
	16-Aug-04
	Delayed (See #2)

	Software Release 9
	15-Jun-04
	[New]
	15-Jul-04
	Delayed (See #3)

	Software deployed for reconstruction of DC2 and CTB data
	30-Jun-04
	[New]
	30-Jun-04
	On Schedule

	Integrated software available for CTB
	28-Jul-04
	[New]
	28-Jul-04
	On Schedule

	DC2 phase2 (reconstruction) ends
	31-Jul-04
	[New]
	15-Sep-04
	Delayed (See #4)


Note #1  Delayed pending validation of software and all production sites.

Note #2  Delayed pending availability of all software components.

Note #3  Delayed awaiting completion of several software components.

Note #4  Delayed due to delayed start of phase-2.

Srini Rajagopalan (Brookhaven National Laboratory)
During this quarter, major effort was directed towards establishing the software for the Combined TestBeam and Data Challenge 2. The production release for the simulation and digitization phase (Release 8.0.0) of DC2 went as on schedule. Validation of this release is ongoing and several bug-fix releases are ongoing based on the findings of the validation exercise. Once a robust release is produced, this will be used for the simulation production exercise. Work in ongoing to establish all the reconstruction software components - This release is expected end of June and to be used both by the DC2 reconstruction exercise and the Combined Test Beam.

The major U.S. deliverable in Core software during this phase included the delivery of pile-up support, event mixing and pool based persistency for Event Data Objects. 

An Analysis Tools group was formed with K. Assamagan from BNL leading the group. This group has had several meetings and a workshop to develop and deploy a framework for physicists to perform their analysis. A prototype framework with associated software tools is expected to be available together with the DC2 reconstruction release.

2.2.1 Coordination 

2.2.2 Core Services 

2.2.2.1 Framework 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Integration of Pool Persistency Service
	30-Sep-03
	--
	15-Nov-03
	Completed (See #1)

	Pile-Up Support for Full Detection Simulation
	30-Sep-03
	--
	30-Mar-04
	Completed

	Integration with LSF Batch System
	30-Mar-04
	--
	30-Mar-04
	Completed

	Object Browser Integrated with Analysis Tools
	30-Mar-04
	30-Mar-04
	30-Jul-04
	Delayed (See #2)

	Physics Analysis Requirements ID
	30-Mar-04
	30-Mar-04
	30-Jun-04
	Delayed (See #3)

	Pile-up Support for DC2 Production
	30-Mar-04
	30-Mar-04
	30-Jun-04
	Delayed (See #4)

	Prototype Event Mixing Framework
	30-Mar-04
	--
	30-Mar-04
	Completed

	Support for Reconstruction on Demand
	30-Mar-04
	--
	30-Dec-04
	Delayed (See #5)

	Support for Unit Testing
	30-Mar-04
	--
	30-Mar-04
	Completed

	Evaluate Mech for Job Config/History
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Evaluate Scope of Seal Integration
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Event Mixing Framework Validated
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Integration with Job Management
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Physics Analysis Tools Prototype
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Pile-up Support for DC2 Production Validated
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Integration of Seal plug-in Mechanism
	30-Sep-04
	--
	30-Sep-04
	On Schedule

	Support Physics Analysis
	30-Sep-04
	--
	30-Sep-04
	On Schedule

	Synchronize Gaudi Release with
	30-Sep-04
	--
	30-Sep-04
	On Schedule


Note #1  essential functionality ready in Dec, support for persistable references still incomplete.

Note #2  delayed to release 10 cycle for lack of manpower.

Note #3  new group formed. Tools will become available before release 9 (June).

Note #4  DC2 start delayed to June. Memory optimization yet to be performed.

Note #5  rescheduled for lack of manpower both in ATLAS and in the rest of the Gaudi project. Support will be provided in Gaudi 15 (scheduled for June/July).

2.2.2.2 EDM Infrastructure 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Prototype Support for Composite, Bi-Directional Navigation
	30-Sep-03
	--
	30-Mar-04
	Completed

	Prototype Support for Integer Keys
	30-Sep-03
	--
	30-Sep-04
	Delayed (See #1)

	Support for Writing out Conditions Object on Demand
	30-Sep-03
	--
	30-Mar-04
	Completed (See #2)

	Support for Persistent Inter-Object Relationships
	30-Dec-03
	30-Mar-04
	30-Jun-04
	Delayed (See #3)

	Support for History Objects
	30-Mar-04
	--
	30-Sep-04
	Delayed (See #4)

	Integrate CLID Database Generation
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Integrate Data Store with Physics
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Integration with POOL-Cache Manager
	30-Jun-04
	--
	30-Jun-04
	See Note #5

	Data Objects Fully Accessible from
	30-Sep-04
	--
	30-Sep-04
	On Schedule

	Support for History Objects
	30-Sep-04
	--
	30-Sep-04
	On Schedule


Note #1  HLT group agreed to reschedule this non-vital performance optimization.

Note #2  conditions objects can be written at end of job but not yet at end of run (considered lower priority).

Note #3  basic functionality provided, but largely untested. Still missing support for cross-file relationships.

Note #4  prototype complete but no persistency yet. Rescheduled for lack of manpower.

Note #5  this in a non critical optimization, that will probably will be delayed or even canceled.

2.2.2.3 Detector Description 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Accelerated Access to Geometry Tree 
	30-Mar-04
	--
	30-Jun-04
	Delayed (See #1)

	Automatic Clash Detection
	30-Mar-04
	--
	30-Jun-04
	Delayed (See #2)

	Detector Description Fitted to Time Dependent Conditions Data
	30-Mar-04
	--
	30-Mar-04
	Completed

	Geometry Configuration Design Completed
	30-Jun-04
	--
	30-Jun-04
	Delayed (See #3)

	Geometry Configuration System Available
	30-Jun-04
	--
	1-Sep-04
	Delayed (See #4)

	Native GeoModel Material Integration Service Available
	30-Jun-04
	--
	30-Jun-04
	On Schedule


Note #1  This has been delayed because the deployment of GeoModel in Simulation was given higher priority. This is now completed. The class is called GeoVolumeCursor. It will be moved soon to GeoModelKernel (from GeoModelGraphics)

Note #2  This has been delayed because the deployment of GeoModel in Simulation was given higher priority.

Note #3  See this note: http://boudreau.home.cern.ch/boudreau/ATLAS/versioning.doc.

Note #4  This milestone has been updated to reflect the date that appears in the Brookhaven/Pitt MOU.

Joe Boudreau (University of Pittsburgh)
Our top priority during Jan-Mar 2004 was to connect the GeoModel detector description to the simulation, and to test that it was usable in DC2. The detectors which were involved were: the entire inner detector, and the muon chambers. A decision was taken to not use the GeoModel description of calorimeters DC2. In January the entire inner detector could be translated into G4, and interoperate with sensitive detectors (the name given to classes which produce hits from true particle trajectories). However, the validation of the hits thus produced took until approximately the beginning of March. The muon chambers (in January) existed but had not been translated into G4. We carried this out translation, assured interoperability with G4, and then did an extensive set of validations as with the inner detector.

The chief validation done in all detector subsystems is hit-relocation; that is, checking that hits which were produced from a translated geometry can be re-located in space using the same geometry. This is done not only visually but also using high-statistics residual plots. A partial log of these activities can be found here: http://agave.phyast.pitt.edu/cgi-bin/machlog.pl?nb=dd&action=view&page=last (one should start here and reverse through the time sequence of activities). The Jan-March activities appear to have been successful, and now all of the tracking detectors will take their description from GeoModel in DC2.

2.2.2.4 Graphics 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Deployment of Graphics for use in 2004 Test-Beam Runs
	30-Mar-04
	30-Mar-04
	30-Sep-04
	Delayed (See #1)

	Integration of Graphic Tools within Athena
	30-Mar-04
	30-Mar-04
	30-Dec-04
	Delayed (See #2)

	Real Time Histogramm Displays for Monitoring
	30-Mar-04
	30-Mar-04
	30-Jun-04
	Delayed (See #3)


Note #1  Standalone graphics packages have evolved to handle test-beam needs. A complete integrated graphics package for test-beam has failed to materialize. The U.S. has no participation in this effort.

Note #2  Plans for this have still not gathered maturity, while a tool integrated with Athena is highly desirable. The U.S. has no participation in this effort.

Note #3  This is making progress.. Prototypes have been deployed. An integrated version usable in test-beam environment is expected by end of June.

2.2.2.5 Analysis Tools 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Deployment of an Analysis Framework with Basic Functionalities
	30-Mar-04
	30-Mar-04
	30-Jun-04
	Delayed (See #1)

	Deployment of Interactive ROOT invocation from Athena
	30-Mar-04
	--
	30-Mar-04
	Completed (See #2)


Note #1  Significant progress has been made in the deployment of an Analysis Framework. A prototype is expected to be deployed for DC2 by June 2004

Note #2  A prototype implementation has been released. A more mature software release is not yet deployed and a separate milestone is assigned to reflect iteration.

2.2.2.6 Grid Integration 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Integration with Ganga
	30-Sep-03
	--
	30-Jun-04
	Delayed (See #1)

	Prototype Implementation for Grid Monitoring Architecture
	30-Sep-03
	30-Jun-04
	30-Sep-04
	Delayed (See #2)

	Integration with Distributed File Replication Service
	30-Mar-04
	30-Mar-04
	30-Sep-04
	Delayed (See #3)


Note #1  This activity is partly covered under Distributed Analysis Tools and a prototype is expected to be deployed for use in DC2.

Note #2  This is work is partly covered under Grid Tools and Services to provide monitoring of jobs submitted on the Grid. No capability within Athena exists due to lack of any assigned resources.

Note #3  The integration has been delayed due to lack of manpower. Work on standalone distributed file replication services are in progress and needs to be completed before integration with Athena can be established.

2.2.3 Database 
David Malon (ANL)
Progress in all areas has been noted in the detailed milestone reporting contained in the subsections. Delays, when they have occurred, are largely due to reprioritization as functionality requirements for Data Challenge 2 and the 2004 combined test beam have become clearer. 

NOVA milestones will need to be revisited in the coming months as the new ATLAS-wide geometry database project takes shape. An expected LHC-wide distributed database deployment project will also change database servers and services milestones. These planning adjustments will likely be made late in the July-September reporting period. 

The U.S. ATLAS database effort was augmented in the current reporting quarter by the addition at Argonne of Jack Cranshaw, who brings HEP database expertise based upon previous CDF experience.

2.2.3.1 Server and Services 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Prototype Access Control for Early POOL Users
	30-Mar-04
	--
	30-Mar-04
	Completed (See #1)

	Replication Machinery for Database-Resisdent Data Sufficient for DC2
	30-Mar-04
	30-Mar-04
	21-Jul-04
	Delayed (See #2)

	Embedded Server Support and Extraction Protocols
	30-Jun-04
	30-Jun-04
	29-Oct-04
	Delayed (See #3)

	Evaluation of Distributed Oracle Deplayment Possibilities
	30-Sep-04
	30-Sep-04
	26-Nov-04
	Delayed (See #4)


Note #1  Access control adequate for early use has been delivered. DC2 access control requires additional work.

Note #2  awaiting Orsay components for updating tag databases.

Note #3  delayed because unneeded for DC2. DC2-critical activities have been given priority.

Note #4  awaiting launch of recently-endorsed LHC-wide distributed database deployment project.

2.2.3.2 Common Data Management 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Initial Suite of ATLAS POOL Acceptance Tests
	30-Jul-03
	30-Mar-04
	30-Jun-04
	Delayed (See #1)

	Athena I/Fs for Physical Placement Control Defined
	30-Sep-03
	1-Jun-04
	3-Dec-04
	Delayed (See #2)

	Athena/POOL Object Lifetime/Ownership Issues Resolved
	30-Sep-03
	--
	15-Feb-04
	Completed (See #3)

	Athena/POOL Support for Physical Placement Control Delivered
	30-Sep-03
	1-Jul-04
	3-Dec-04
	Delayed (See #4)

	Athena/POOL Support for Writing Multiple Streams
	30-Sep-03
	--
	15-Feb-04
	Completed

	Content Definition Interface Defined for Writing to Multiple Streams
	30-Sep-03
	--
	30-Mar-04
	Completed

	POOL Enhancements to Support ATLAS Object
	30-Sep-03
	--
	15-Feb-04
	Completed

	SEAL/Athena Class ID Strategy Defined
	30-Sep-03
	--
	30-Mar-04
	Completed (See #5)

	Consistent Approach to Schema Definition for Event and non-Event Deployed
	30-Mar-04
	--
	30-Mar-04
	Completed (See #6)

	Content Characterization/Aggregation Model
	30-Mar-04
	30-Mar-04
	15-Oct-04
	Delayed (See #7)

	Strategy for Transaction Granularity
	30-Mar-04
	30-Mar-04
	15-Oct-04
	Delayed (See #8)

	Schema Evolution Requirements Defined
	30-Jun-04
	30-Jun-04
	15-Oct-04
	Delayed (See #9)

	Support for Multiple Transaction Contexts
	30-Jun-04
	30-Jun-04
	15-Oct-04
	Delayed (See #10)

	Support for Placement Control
	30-Sep-04
	30-Sep-04
	3-Dec-04
	Delayed (See #11)

	Test Suite for Prototype POOL Schema Evolution
	30-Sep-04
	--
	30-Sep-04
	On Schedule


Note #1  Delayed to correspond to POOL Spring 2004 release with new functionality. New plan is to integrate these with DC2 readiness tests.

Note #2  Pending January 2004 DC2 event store readiness workshop. Delayed until after DC2.

Note #3  Pending decision on direction of LCG SEAL whiteboard project. In the absence of progress in the SEAL project, we will continue with our current approach.

Note #4  Pending January 2004 DC2 event store readiness workshop. Delayed until after DC2.

Note #5  Pending LCG SEAL work plan decisions. In the absence of progress in the SEAL project, we will continue with our current strategy.

Note #6  POOL resident event and non-event data employ the same approach. A new geometry database project and new POOL relational backend work may mean that additional work in this area may be needed.

Note #7-11  delayed until after DC2.

2.2.3.3 Event Store 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Athena SEAL/POOL Demonstrably Capable of Supporting Prototype Event Model
	30-Sep-03
	15-Feb-04
	16-Jul-04
	Delayed (See #1)

	Persistent Event Header Navig Model Deployed
	30-Sep-03
	--
	30-Mar-04
	Completed

	Implicit/Explicit Collection Model for ESD
	30-Mar-04
	--
	30-Mar-04
	Completed

	Model for DC2 ESD and AOD Organization
	30-Mar-04
	--
	30-Mar-04
	Completed (See #2)

	Support for Collection-Level and Subsample Extraction
	30-Mar-04
	30-Mar-04
	2-Jul-04
	Delayed (See #3)

	Deep Copy Support for Event Extraction
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Depth-of-Copy Support for Event Extraction
	30-Sep-04
	--
	30-Sep-04
	On Schedule

	Unique EDO Identification Infrastructure
	30-Sep-04
	30-Sep-04
	15-Oct-04
	Delayed (See #4)


Note #1  Delayed pending outcome of ATLAS DC2 event model task force (Spring 2004).

Note #2  See computing model document for details.

Note #3  Delayed pending delivery of POOL utilities.

Note #4  Delayed until after DC2.

2.2.3.4 Non-Event Data Management 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	NOVA Support for Materials from Detector Description Group
	30-Jul-03
	--
	30-Mar-04
	Completed

	Generalized Support for NOVA Loading from Non-AGE Sources
	30-Dec-03
	--
	30-Mar-04
	See Note #1

	Generation of Transient NovaObject Classes from Structure Definitions
	30-Mar-04
	--
	30-Mar-04
	See Note #2

	Support for Retrieval and Iteration over Objects Registered in the IOV
	30-Mar-04
	--
	30-Mar-04
	Completed (See #3)

	NOVA Schema Definition Consistent with Event Store Data
	30-Jun-04
	--
	30-Jun-04
	See Note #4

	Support for Multiple IOV Databases, with Import/Export
	30-Jun-04
	--
	30-Jun-04
	On Schedule (See #5)


Note #1  Delayed pending ATLAS-wide plans for new geometry database.

Note #2  Delayed pending ATLAS-wide plans for new geometry database. May be deleted eventually.

Note #3  This support has been demonstrated. Additional work will be needed on the Athena interface, but this is not a U.S. responsibility.

Note #4  Delayed pending ATLAS-wide plans for new geometry database. May be deleted eventually.

Note #5  Responsibility may be transferred to non-U.S. group (Orsay).

2.2.3.5 Collections, Catalogs, Metadata 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Athena Interface for Writing/Reading Event-Level Metadata (tags)
	30-Sep-03
	30-Mar-04
	28-May-04
	Delayed (See #1)

	Collection Cataloging Deployed
	30-Sep-03
	30-Mar-04
	30-Jul-04
	Delayed (See #2)

	Machinery for including Navigational Metadata in POOL Collection Support
	30-Sep-03
	--
	30-Mar-04
	Completed

	Athena Interface/Read/Write Access to Collection-Level Metadata
	30-Dec-03
	30-Dec-03
	15-Oct-04
	Delayed (See #3)

	Collection Merging Deployed
	30-Dec-03
	30-Mar-04
	2-Jul-04
	Delayed (See #4)


	Prototype Tag Database/Metadata Capability
	30-Dec-03
	--
	30-Mar-04
	Completed

	RLS Prototype Deployed in ATLAS
	30-Dec-03
	--
	15-Feb-04
	Completed

	Collect Replication/Distribution Infrastructure Deployed
	30-Mar-04
	30-Mar-04
	16-Jul-04
	Delayed (See #5)

	Collection Building and Aggregation Strategy for DC2
	30-Mar-04
	--
	30-Mar-04
	Completed (See #6)

	Integration of Collection Support & Bookkeeping
	30-Mar-04
	30-Mar-04
	30-Jul-04
	Delayed (See #7)

	Support for Collection Subsetting (skims) based upon Server-Side Processing
	30-Mar-04
	30-Mar-04
	2-Jul-04
	Delayed (See #8)

	Attribute Lists Capable of Supporting File/Location Lists
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Content Categories/Aggregates Represented in Event-Level Metadata
	30-Jun-04
	30-Jun-04
	15-Oct-04
	Delayed (See #9)


Note #1  Pending January 2004 DC2 event store readiness workshop. Late, but on schedule to be delivered in time for DC2.

Note #2  Moved to Summer 2004 in the POOL work plan; ATLAS-specific work will probably not be a U.S. responsibility (Grenoble should do this). POOL has added a model collection catalog to its 2004 work plan. ATLAS will wait for this.

Note #3  Pending January 2004 DC2 event store readiness workshop. Delayed until after DC2. Not needed for combined test beam because this metadata will also be available from the conditions database.

Note #4  Pending January 2004 DC2 event store readiness workshop. Responsibility moving to non-U.S. (Orsay) group.

Note #5  Joint U.S./Orsay responsibility, on the critical path for DC2. 

Note #6  Strategy has been proposed for DC2. Grenoble will be principally responsible for implementation.

Note #7  Principally a Grenoble responsibility, with some U.S. involvement on the collections end. On the critical path for DC2.

Note #8  To be based in part upon utilities to be delivered by POOL team. Should be on time for DC2.

Note #9  Delayed until after DC2.

2.2.4 Application Software 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Geometry Model Based Detector Description used for Reconstruction
	30-Sep-03
	30-Mar-04
	30-Oct-04
	Delayed (See #1)

	ATLAS Complete GEANT4 Validation
	30-Dec-03
	30-Mar-04
	30-Dec-04
	Delayed (See #2)


	Pile-Up Demonstrated in Athena at Full Luminosity
	30-Dec-03
	--
	30-Mar-04
	Completed (See #3)

	Prototype Definition of AOD
	30-Dec-03
	30-Mar-04
	30-Jul-04
	Delayed (See #4)

	Prototype Definition of ESD
	30-Dec-03
	30-Mar-04
	30-Jul-04
	Delayed (See #5)

	Prototype Definition of Event-Level Physics Metadata (tag)
	30-Dec-03
	30-Mar-04
	30-Jul-04
	Delayed (See #6)

	RTF Recommendations Implemented
	30-Dec-03
	30-Jun-04
	30-Jul-04
	Delayed (See #7)

	ATASL Release 8
	30-Mar-04
	--
	30-Mar-04
	Completed

	Combined Test Beam Simulation & Monitoring Software Validated
	30-Mar-04
	30-Apr-04
	30-Jun-04
	Delayed (See #8)

	Extract Module Alignment Constants
	30-Mar-04
	30-Mar-04
	30-Jul-04
	Delayed (See #9)

	GEANT4 Simulation of Full Detector Validated as Fully Working
	30-Mar-04
	--
	30-Mar-04
	Completed

	Intial Implementation of GEANT4 Simulation of Combined Testbeam Setup Released
	30-Mar-04
	--
	30-Mar-04
	Completed

	Mixing of Simulation Data into Bytestream Files for Tier 0 Reconstruction Prototyping
	30-Mar-04
	--
	30-Mar-04
	Completed

	Reading of Hits and Digits from POOL Files Validated
	30-Mar-04
	--
	30-Mar-04
	Completed

	Combined Test Beams
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Combined Testbeam Event Display Available
	30-Jun-04
	30-Jun-04
	30-Sep-04
	Delayed (See #10)

	Initial Combined Testbeam Monitoring Running in Athena
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Initial Implementation of AOD and ESD Available
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Initial Implementation of Combined Testbeam Analysis Code Available
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Initial Implementation of ESRAT Completed
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Support for Alignment in Readout Elements
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Access to Alignment in Reconstruction
	30-Sep-04
	--
	30-Sep-04
	On Schedule

	Second Version of Combined Testbeam Implementation Available
	30-Sep-04
	--
	30-Sep-04
	On Schedule


Note #1  Completed except for Calorimeter which have been postponed to July 2004.

Note #2  Many phased of the G4 validation ongoing. First phase of comparison of basic results with G3 completed. Full G4 validation integrating new G4 software and DC2 results expected end of the year.

Note #3  Completed, though iterations to optimize the software continue

Note #4-6  Awating outcome of AOD-ESD task force.

Note #7  Well in progress. Calorimeter completed, RTF recommended EDM for Tracking delayed due to lack of manpower

Note #8  Ongoing work, delayed due to lack of adequate manpower

Note #9  Delayed from lack of information from all sub-systems

Note #10  Event Display exists, though not suitable for LAr Calorimeter. Integration of Calorimeter in general Event Display in requirement gathering stage. Lack of resources to work on graphics.

2.2.4.1 Simulation 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Validate pile-up
	15-Jul-04
	[New]
	15-Jul-04
	On Schedule

	US DC2 Production Commitment completed 

for simulation/digitization/pile-up
	15-Aug-04
	[New]
	15-Aug-04
	On Schedule


Frederic Luehring (Indiana University)
P. Nevski (BNL) serves as the ATLAS GEANT3 Coordinator.

S Rajagopalan (BNL) is the overall ATLAS LAr software coordinator. He coordinates activities in the LAr sub-system domain and closely collaborates with other sub-system group such as the Tile and Trigger groups.

F. Luehring (Indiana) serves as the TRT Software coordinator and is the Inner Detector software librarian. Luehring also is served ATLAS software release coordinator for the end of the quarter when he replaced Goldfarb (Michigan see below).

D. Costanzo (LBL) serves as the Pixel GEANT4 simulation and digitization coordinator. Costanzo serves as the ATLAS Digitization and ROD Processing Coordinator for the Inner Detector. Costanzo serves as the overall ATLAS-wide digitization coordinator.

S. Goldfarb (Michigan) is the muon system software coordinator. Goldfarb served as ATLAS software release coordinator during part of the quarter.

M. Leltchouk (Nevis) serves as the LAr simulation coordinator.

P. Loch (Arizona) continued to work on the simulation of the FCAL prototype modules for the combined testbeam simulation. Loch also provided some coordination with the other detector communities for the GEANT4 simulation of the FCal and the combined testbeam.

P. Nevski (BNL) continued to provide GEANT3 simulation support. The basic maintenance and support continues to be needed during the GEANT3 to GEANT4 transition stage.

F. Luehring (Indiana) maintained the TRT GEANT3 simulation. He also coordinated work on the GEANT4 TRT simulation and use of GeoModel in the TRT simulation.

D. Costanzo (LBL) helped lead the ATLAS GEANT4 based simulation deployment. In preparation for Data Challenge 2, Costanzo simulated several thousand events to ensure that the ATLAS offline software was ready for production. Costanzo actively participated to this activity both managing it and contributing on the technical side of the work.

D. Costanzo (LBL) continued code maintenance for the pixel simulation in GEANT4 and the C++ digitization package used by both the pixels and SCT. Costanzo also maintained the GeoModel code for the Pixel detector.

K.Benslama, M. Leltchouk, J. Parsons, W. Seligman (Nevis) also completed a number of tasks to prepare LAr GEANT4 simulation to work within Athena for use in Data Challenge 2. The region production cuts for all liquid argon calorimeters were introduced and tested. The EM barrel, EM endcap, and cryostat codes were checked and updated. Validation of LAr simulation was done for releases 7.7.0, 7.8.0, and 8.0.0. A bug in EMEC hit identifier calculation for Z<0 have been found and fixed. Plans for validation of the physics models in GEANT4 were discussed at LAr Software Working meeting held on 23 February 2004 (http://agenda.cern.ch/fullAgenda.php?ida=a04847) where Leltchouk spoke on: "EMEC/HEC G4 Validation Plans". The fast-shower-model code for the EM barrel integrated to the LAr GEANT4 simulation.

J. Boudreau and V. Tsulaia (Pittsburgh) worked to connect the GeoModel detector description to the simulation, and to test that it was usable in Data Challenge 2. In January the entire Inner Detector could be translated into GEANT4 using the GeoModel description of the detectors, and interoperate with sensitive detectors (the name given to classes which produce hits from true particle trajectories). However, the validation of the hits thus produced took until approximately the beginning of March. Boudreau and Tsulaia also carried out the GeoModel to GEANT4 translation for the Muon system, assured interoperability with GEANT4, and then did an extensive set of validations as with the Inner Detector.

K. De and M. Sosebee (Texas Arlington) Finished processing simulation and re-digitization of 120k top events for high eta physics study. Sosebee generated these events (2400 data files generated) using U.S. ATLAS resources, including BNL, Boston, Indiana, Texas Arlington and PDSF (LBL/NERSC).

2.2.4.2 Subsystem Reconstruction 
Frederic Luehring (Indiana University)
P. Loch (Arizona) is the coordinator for the LAr subsystem specific reconstruction.

P. Loch (Arizona) provided a completely new implementation of the tower builder algorithm has been delivered, leading to significant performance improvements. Loch also did routine maintenance work and bug fixes for the full FCAL reconstruction.

P. Loch (Arizona) also contributed design aspects and code to the implementation of the new event data model in the liquid argon reconstruction software domain.

D. Costanzo (LBL) helped lead the work on adapting the ATLAS reconstruction to work with events produced by the new GEANT4 based simulation. In preparation for Data Challenge 2, Costanzo reconstructed several thousand GEANT4 events to ensure that the ATLAS offline software was ready for production. Costanzo actively participated to this activity both managing it and contributing on the technical side of the work. This work lead to having a robust, functional reconstruction that worked with GEANT4 events and was ready for final optimization before the start of Data Challenge 2.

S. Goldfarb (Michigan) contributed to the ATLAS Muon Reconstruction by coordinating work on and planning development of the Moore Reconstruction Program. His work focused on the move to a tracking event data model that is common with the Inner Detector Group and on the converters needed to produce common output objects (tracks) to be used by the combined reconstruction.

M. Leltchouk, W. Seligman (Nevis) continued their work on LAr calibration hits. They tested methods of energy classification in GEANT4 using a toy calorimeter Monte Carlo and the created a prototype for calibration hits in the HEC. The status of this work was reported at the Calorimeter Calibration meeting held on 26 January 2004 (http://agenda.cern.ch/fullAgenda.php?ida=a04335) where Leltchouk spoke on "Methods of hadronic shower energy classification in G4" and Seligman spoke on "Status of calibration hits in LArG4". A talk about this work was also given at the LAr Software Working meeting held on 23 February 2004 (http://agenda.cern.ch/fullAgenda.php?ida=a04847) where Leltchouk and Seligman spoke on "Calibration Hits in Athena". They also updated the treatment of energy deposits in non-sensitive volumes using data from tests with HEC prototype.

2.2.4.3 Combined Reconstruction 
Frederic Luehring (Indiana University)
A. Gupta (Chicago) is the package coordinator for JetRec.

P. Loch (Arizona) provided the new code for the new event data models in the calorimeter and jet reconstruction software domains. Loch also started to adaptation of the old jet reconstruction software to the new algorithm structure, and a new, more efficient tower builder for all calorimeters.

K. Assamagan, D. Damazio, H. Ma, F. Paige, and S. Rajagopalan (BNL) are involved in LAr, Muon, electron-gamma and Jet reconstruction activities. The software, associated calibration are being optimized in preparation for the upcoming Combined Testbeam and Data Challenge 2 activities.

T. Thomas (New Mexico) installed the Grid3 and ATLAS Data Challenge Software on the Los Lobos cluster at New Mexico in preparation for New Mexico’s participation in Data Challenge 2.

H. Severini (Oklahoma) installed the Grid3 and ATLAS Data Challenge Software on the OSCER cluster at New Mexico in preparation for Oklahoma’s participation in Data Challenge 2.

2.2.4.4 Analysis 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Form US ATLAS Analysis Support Group
	1-Jul-04
	[New]
	1-Jul-04
	On Schedule

	Deliver PhysicsAnalysis prototype.
	15-Jul-04
	[New]
	15-Jul-04
	On Schedule

	Finish gathering first round of input from 

users for Analysis Support Group
	1-Aug-04
	[New]
	1-Aug-04
	On Schedule


Frederic Luehring (Indiana University)
K. Assamagan (BNL) was appointed the ATLAS Analysis Tools coordinator during this quarter.

D. Costanzo (LBL) was appointed ATLAS-wide Physics Software validation coordinator during this quarter.

A. Savine (Arizona) continued to study the electronic calibration system and developed code to classify channels by their reflection pulse shape.

P. Loch and A Savine (Arizona) also started to get involved into the new physics analysis tools working group. They mainly provided relevant input to the design discussion at a dedicated workshop at London late March.

K. Assamagan (BNL) has been named the ATLAS Analysis Tools coordinator. Assamagan is coordinating the effort in the development of a framework that allows physicists to perform physics analysis. An initial prototype the analysis framework is expected to be ready for Data Challenge 2.

D. Damazio and F. Paige (BNL) are also involved in analyzing SUSY and Z(ee data samples to validate the simulation and reconstruction software.

K. Baker and T. Shin (Hampton) continued the simulations of graviton production and decay in ATLAS with an aim to making the connection to Dark Energy/Cosmological Constant. We updated our simulations from release 6.5.0 to 8.2.0 in order to interface with the Physics Analysis Tools (PAT) Working Group. This group plans to use our work and results as one of the Use Case examples in filling and using Analysis Object Data (AOD's).

Y. Gao and L. Lu (SMU) have been working on testing new analysis strategy to search for new particles at LHC with detailed simulation. The idea is based on Gao's preprint hep-ex/0310011.

R. Engelmann (Stonybrook) did an analysis of 100,000 Higgs (130 GeV) ( 4 lepton (electron and muon) events doing the full chain Pythia, GEANT3, Athena Reconstruction and PAW ntuple analysis.

2.2.4.5 Trigger 
Frederic Luehring (Indiana University)
W. Wiedenmann and H. Zobernig (Wisconsin) created and tested several prototypes for the High Level Trigger (HLT) code repository. Regular builds and releases will be made available based on corresponding Online-, Dataflow- and Offline-releases. 

W. Wiedenmann and H. Zobernig (Wisconsin) worked on integration of muon and electron/gamma slice. The work included setting up and testing the selection slices from the available releases and studying deployment procedures for the combined testbeam. A working meeting was held to review the status of multithreaded software for the Level-2 trigger. The main effort then concentrated on integrating the muon selection slice with the Level-2 development environment "athenaMT" (multi-thread implementation of Athena). After a debugging and testing phase of about two weeks, the selection slice was running successfully in athenaMT. A large effort went into making the code thread safe. During the debugging and testing phase many software issues were identified both on the infrastructure and algorithm level. The electron/gamma selection slice T2CALO was integrated in the Level-2 environment with offline release 8.0.1

W. Wiedenmann and H. Zobernig (Wisconsin) tested the muon selection slice on distributed dataflow system. A distributed data flow system was set up on the HLT testbed with recent software releases. This was done to fully test the muon and electron/gamma selection slices in a realistic trigger setup for the testbeam. A series of meetings was started to follow up this muon integration effort and to bring together on a regular basis all contributing parties.

2.2.4.6 Combined Testbeam Software 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	First CTB data available with preliminary analysis
	15-Sep-04
	[New]
	15-Sep-04
	On Schedule


Frederic Luehring (Indiana University)
M. Shupe (Arizona) implemented Athena interface algorithms and tools for an event display. In addition, several new views have been implemented in the event display, including a wired 3D view and lego plots.

F. Luehring (Indiana) spent a week at CERN organizing the simulation of TRT for this summer’s combined testbeam.

D. Levin (Michigan) has developed a package MUTRAK that is used for H8 and cosmic ray test stand data analysis. MUTRAK is standalone set of routines that decodes the data for a variety of formats (from MiniDAQ or from H8), generates drift time spectra, hit distributions and measures such parameters as maximum drift time, T0s, rise and fall times, chamber and ASD electronics noise, and relative tube/channel efficiencies. In tracking mode it performs an auto-calibration, generates RT functions and track display, residual and resolution measurements. A placeholder exists for it in the ATLAS CVS repository - although the software is not yet installed.

M. Leltchouk and W. Seligman (Nevis) continued to work on special calibration hits for the combined testbeam GEANT4 simulation.

Y. Gao, L. Lu, and R Stroynowski (SMU) worked on a note on the LAr testbeam entitled “Electron identification and e-pi separation with barrel Module P15” (ATL-LARG-2003-013).

R. Engelmann (Stony Brook) worked on cluster corrections in the EM barrel using the summer 2002 P13 testbeam data, which were reconstructed with the EMTB package by LAPP into ntuples. The LAPP package for the analysis of these ntuples is being used to generate cluster corrections to be compared with LAPP talks. This package will also be used for the current CTB runs with the LAPP/Stonybrook corrections incorporated into the CBT Athena package.

2.2.5 Software Support 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Testing Releases with New Compiler Versions
	30-Jul-03
	--
	31-Dec-04
	Delayed (See #1)

	Continue to Support ATLAS, LCG, and Associated Software Releases at BNL
	30-Mar-04
	--
	30-Mar-04
	Completed

	Contribution, Upgrades, and Maintenance of Software Builds
	30-Mar-04
	--
	30-Mar-04
	Completed

	Improve Appearance of Web Pages with Results of Nightly Builds
	30-Mar-04
	--
	30-Mar-04
	Completed

	Support of Nightly Build at CERN, BNL and LCG
	30-Mar-04
	--
	30-Mar-04
	Completed

	Integrate CppUnit in ATLAS Nightly 

Build System
	30-Jun-04
	--
	30-Jun-04
	On Schedule

	Release Version 3.0 of NICOS nightly control system
	1-Jul-04
	--
	1-Jul-04
	On Schedule


Note #1  New compiler versions not yet available.

Alexander Undrus (Brookhaven National Laboratory)
Functions of U.S. ATLAS Software Librarian:

*) Prompt installation of new ATLAS software releases and pertinent external software at BNL, usually in one to two days after CERN installation.

*) Mirroring ATLAS CVS repository

*) Mirroring ATLAS nightly builds 

*) U.S. ATLAS user support (incl. maintenance of software support web pages)

Contribution to SIT work:

*) Support and improvement of NICOS, nightly control system:

x) Added WARNING level for problems in the nightlies

x) Daily supervision of up to 5 branches of ATLAS nightlies

*) Testing new build techniques for acceleration of nightlies (multithreaded builds, parallel checkouts, builds on local disks)

*) ATLAS software testing:

x) Supervision of NICOS nightly testing, addition of new tests

x) Participation in review of RTT, run time testing system 

*) Liaison with SPI/LCG group
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2.3 Subsystem Manager's Summary 
Bruce Gibbard (Brookhaven National Laboratory)
As of the end of the reporting period facility fabrics at both the Tier 1 and Tier 2's as well as the wide area network were fully ready for the beginning of DC2. Work in the area of Grid Tools and Services and Production were making good progress but delivery of final versions and the start of DC2 will be delayed by the late delivery of the DC2 applications software.

2.3.1 Tier 1 Facility 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Tier 1 Fabric Upgrade Fully Operational for DC2
	25-Mar-04
	--
	25-Mar-04
	Completed


Richard Baker (Brookhaven National Laboratory)
The second quarter saw the Tier 1 facility achieve full operational capacity to support ATLAS Data Challenge 2. With significant upgrades to the Linux Farm and the storage systems, the facility is now operating at approximately 5% of the expected scale for 2007. The Tier 1 staffing was significantly increased with three new hires (two of whom will start at the beginning of the third quarter). This brings the Tier 1 staffing to a total of 7.5 FTEs.

2.3.1.1 Management/Administration 
Richard Baker (Brookhaven National Laboratory)
During the quarter, recruitment efforts were successful with the hire of three new staff members. Gabrielle Carcassi started work in February and will focus on integrating Grid authorization into the Tier 1 fabric. Xin Zhao and Zhenping Liu are expected to start in April, 2004. Xin will focus on direct support of ATLAS Data Challenge 2 and Zhenping will work on Grid integration of the Tier 1 storage systems.

2.3.1.2 Tier 1 Fabric Infrastructure 
Richard Baker (Brookhaven National Laboratory)
During the quarter, all of the infrastructure support required for the new Linux farm and disk system hardware was completed. This work consisted mostly of local area network extension.

2.3.1.3 Tier 1 Linux Systems 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Tier 1 Linux CPU Upgrade for 

DC2 Complete
	10-Jan-04
	--
	1-Mar-04
	Completed

	LCG-1 Full Services Available
	19-Jan-04
	--
	1-Dec-03
	Completed (See #1)


Note #1  LCG-1 End of life in December, 2003. Begin preparations for LCG-2 deployment.

Richard Baker (Brookhaven National Laboratory)
During the quarter, the Tier 1 Linux farm was upgraded by the addition of 48 new dual processor 3.1 GHz machines. Together with the new processors, the rest of the Linux farm was configured for Data Challenge 2 production well ahead of the expected start of production.

2.3.1.4 Tier 1 Storage Systems 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Tier 1 Mass Storage Upgrade for DC2 Complete
	26-Dec-03
	--
	15-Jan-04
	Completed

	Tier 1 Disk Upgrade for DC2 Complete
	9-Feb-04
	--
	1-Feb-04
	Completed


Richard Baker (Brookhaven National Laboratory)
During the quarter, an additional 12 TB of fibre channel, raid array disk was added to the Tier 1 storage system. The new storage was configured and ready well ahead of the anticipated start of Data Challenge 2 running. A new tape drive was added to the HPSS mass storage system during the quarter, doubling the available I/O resources. The HPSS system was fully configured and ready well ahead of the anticipated start of Data Challenge 2.

2.3.2 Tier 2 Facilities 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Tier 2 Fabric Upgrade Fully Operational for DC2
	25-Mar-04
	--
	25-Mar-04
	Completed

	Permanent Tier 2 Sites A & B Selection Complete
	1-Jul-04
	--
	1-Nov-04
	Delayed (See #1)


Note #1  Uncertainty regarding the funding mechanism for Tier 2's delay action in this area. The selection process is now back on track but for 3 sites instead of 2 and with a delay in completion of four months.

2.3.2.1 Tier 2-A "Currently Indiana/Chicago Prototype" 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	IU Tier 2 Fabric Upgrade for DC2 Complete
	1-Jul-03
	--
	1-Jul-03
	Completed


Saul Youssef (Boston University)
Chicago/Indiana Tier 2 Center

Tier 2 activities at Indiana University and the University of Chicago have focused in the following areas:

1) Preparation of existing facilities for DC2 production running at Indiana University.

2) Continuous monitoring, maintenance and upgrading of the Grid3 infrastructure from by Indiana via the iGOC grid operations center.

3) Preparation of new facilities at the University of Chicago for DC2 production running.

Current Indiana Facilities Available for ATLAS

32 dual processor Xeon 2.4 Ghz nodes with 2 G memory per node.

Shared used of 160 dual processor Xeon 2.4 Ghz nodes also with 2G memory

2 Gatekeeper Xeon 2.4 Ghz nodes with 2 G memory and 18 GB local disk per node

1.5 Terabytes of Myrinet accessible storage

8 Terabytes of additional network attached storage

High speed network connection to the Internet2 (Abilene) network.

Current Chicago Facilities available for ATLAS
32 dual processor Xeon 3.06 Ghz nodes with 2 G memory per node and 160G local disk

4 head Xeon 2.8 Ghz nodes with 2 G memory per node

16 x 250 GB disk space per head node for 16 Terabyte of disk in total

High speed network access to the I-Wire/Starlight infrastructure.

Software installation activities

Both Indiana and Chicago have installed software infrastructure which is compatible both with Grid2003 and ATLAS production running: RedHat Linux 7.3 (Chicago using Rocks for installation), queuing systems (Condor at UC, PBS at IU). Both sites have a compete Grid2003 infrastructure set, ATLAS software and Windmill/Capone/Don Quxote installed from Pacman caches at iVDGL, UC, BU, IU and CERN.

Software installation, testing and maintenance of grid infrastructure have been closely and continuously coordinated with Boston University (Tier 2), Brookhaven National Labs (Tier 1). Preparations for DC2 production running have been closely coordinated with CERN.

All of the hardware described here is up and available for DC2 production as of now. IU, UC and BU are currently ramping up for production running using the Windmill/Capone/Don Quixote execution system.

2.3.2.2 Tier 2-B "Currently Boston Prototype" 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	BU Tier 2 Fabric Upgrade for DC2 Complete
	5-Mar-04
	--
	5-Mar-04
	Completed


Saul Youssef (Boston University)
Boston University Tier 2 Center

Tier 2 activities at Boston University have focused in the following areas:

1) Preparation of new facilities for DC2 production running.

2) Continuous monitoring, maintenance and upgrading of the Grid3 infrastructure in cooperation with the IU/UC Tier 2 centers.

Current Boston University Facilities Available for ATLAS

A 28 Xeon 2.8 Ghz node blade center with 4 G memory per node and 80G disk per node.

4 Head Xeon 2.8 Ghz CPUs with 8 G of memory and 1.2 Terabytes of local disk.

A 4 Terabyte ASA network attached file server system.

Shared use of a 108 CPU PIII Linux cluster and a 32 node 2.4 Ghz Xeon cluster.

High speed network connection to the OC-12 Internet2 (Abilene) network.

Software installation activities

Boston University has installed software infrastructure which is compatible both with Grid2003 and ATLAS production running: RedHat Linux 7.3, PBS, a complete Grid2003 infrastructure set and ATLAS software installed from Pacman caches at iVDGL, VDT and CERN.

Software installation, testing and maintenance of grid infrastructure has been closely and continuously coordinated with the IU/UC Tier 2 centers and with Brookhaven National Labs (Tier 1). Preparations for DC2 production running have been closely coordinated with CERN.

The systems above are working and available now for DC2 production running. IU, UC and BU are currently ramping up for DC2 production using the Windmill/Capone/Don Quixote production system.

2.3.3 Wide Area Network 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Alpha Version Host Network Diagnostics Deployed
	31-Oct-03
	--
	31-Oct-03
	 

	Beta Version Host Network Diagnostics Deployed
	27-Feb-04
	--
	--
	 


2.3.4 Grid Tools & Services 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	GCE 2.0: DC2 Alpha
	1-Feb-04
	--
	--
	 

	GCE 2.0: DC2 Delivery
	1-Mar-04
	--
	--
	 


2.3.4.1 Grid Infrastructure 
Rob Gardner (University of Chicago)
Continued work on the Development Test Grid (DTG), testing new installations of the Grid3 environment. This work is being managed by Ed May of Argonne laboratory. Work on GLUE schema upgrade with Grid3 attributes performed by Marco Mambelli. Schema changes co-designed with Sergio Andriozzi of INFN, responsible for LCG information schema. R. Gardner appointed to co-coordinate (with Oxana Smirnova) grid infrastructure for ATLAS.

2.3.4.2 Workflow Services 
Rob Gardner (University of Chicago)
Work continued on development of GCE (Grid Component Environment) based tools for job submission to Grid3 sites. Design of Capone executor for the ATLAS DC2 production framework, which translates abstract ATLAS job definitions to Condor directed acyclic graphs (DAGs).

2.3.4.3 Data Services 
Rob Gardner (University of Chicago)
Continued work on replica location services for US ATLAS. Communication of requirements U.S. requirements to CERN group building a multi-RLS proxy service (Don Quijote).

2.3.4.4 Monitoring Services 
Rob Gardner (University of Chicago)
Continued support for MDViewer, the program which queries the MonALISA service for job statistics, in preparation for ATLAS DC2. Continued updates and support for VO information providers.

2.3.4.5 Production Frameworks 
Rob Gardner (University of Chicago)
Development and design of the Capone and Windmill production framework continued during this period. Work focused on the messaging schema, and local controls and mappings to the GCE job submission environment for Grid3.

2.3.4.6 Analysis Frameworks 
Rob Gardner (University of Chicago)
Work continued on the DIAL project (Distributed Interactive Analysis of Large datasets). Formation of the ATLAS Distributed Analysis group, led by David Adams. Participation in ARDA workshops at CERN, communication of requirements. Both Adams and Gardner appointed to GAG (Grid Application Group), a requirements and feedback group which will interact with the ARDA project.

2.3.5 Grid Production 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Grid3 Goals Complete
	31-Dec-03
	--
	31-Dec-03
	Completed

	PreDC2 Production Goals Achieved
	31-Dec-03
	--
	31-Dec-03
	Completed

	Windmill Prototype Release
	15-Jan-04
	15-Jan-04
	3-Feb-04
	Completed

	Start new Production System Software Testing
	1-Feb-04
	1-Feb-04
	23-Feb-04
	Completed

	Windmill Release for DC2
	15-Mar-04
	--
	15-Mar-04
	Completed

	DC2 GTS Version Ready for Production
	1-Apr-04
	--
	2-Jul-04
	Delayed (See #1)

	Start ATLAS DC2
	1-Apr-04
	--
	5-May-04
	Delayed (See #2)

	DC2 50% Complete
	15-Jun-04
	--
	1-Aug-04
	Delayed (See #3)

	DC2 Production Goals Achieved
	27-Aug-04
	--
	27-Aug-04
	On Schedule


Note #1-3  DC2 will startup late due to delays in ATHENA software release.

2.3.5.1 Software Acceptance 
Kaushik De (University of Texas at Arlington)
ATHENA acceptance: The production group has run some tests with pre-production ATHENA releases. During this quarter, we are primarily waiting for the DC2 version of the ATHENA software to become available. Work is continuing on the pile-up software by Pavel Nevski.

GTS acceptance: Nurcan Ozturk and Mark Sosebee have done some initial alpha tests of the GCE client. We are waiting for the first beta versions to test real jobs on the grid using the new Windmill-Capone system.

Windmill acceptance: We received various versions of Windmill, the supervisor software for the automatic production system, which were tested and improved. Wensheng Deng, Nurcan Ozturk, Mark Sosebee and Horst Severini worked on Windmill testing.

The first functional Windmill system, version 0.4, capable of running a single job queue, was released on February 4th by Kaushik De. This was tested thoroughly by the production group.

Windmill version 0.5 with multi-queue capabilities was released on February 23rd.

Windmill version 0.6 was released on March 8th. This version was integrated with the Oracle production database for the first time. It also contained a grid job simulator, Rocinante to test automated production. Thousands of simulation jobs were run for testing and debugging.

Windmill version 0.7 was integrated with the DC2 data management system, Don Quichote, and released on March 15th. At this stage we started testing and debugging simple real jobs on the grid.

All the Windmill and rocinante software in this quarter were developed and tested by the U.S. production team. Windmill is a common production framework for international ATLAS - this system will be used by all groups/grid in ATLAS for DC2.

2.3.5.2 Deployment of Software Services 
Kaushik De (University of Texas at Arlington)
Deployment and testing of software services on the GRID3 (testbed) sites was carried out by Ed May. Work continued with new releases of GRID3 infrastructure and GCE clients.

2.3.5.3 Validation and Hardening 
Kaushik De (University of Texas at Arlington)
Ed May, Horst Severini and various site managers continued work on validation and hardening of the testbed sites. The software acceptance team provided valuable feedback on validation and hardening of the Windmill and GCE systems.

2.3.5.4 Operations 
Kaushik De (University of Texas at Arlington)
During the first quarter of 2004, operations continued on two fronts - support for physics groups using DC1 software, and installation, development and testing of the new DC2 software. Routine maintenance and management of resources at all the grid testbed facilities, in support of production, was also carried out.

We welcome the addition of Wensheng Deng and Xin Zhao to the DC2 production effort. Wensheng and Mark Sosebee are in charge of DC2 operations, while Xin is responsible for software installations and validation.

The largest sample produced during this period was a 120k event high eta top sample. A typical job from this sample took half a day to complete. 1200 such jobs were completed using the grid testbed at BNL, BU, IU, UTA and LBNL. 1200 additional jobs were also produced (with almost a factor of 10 shorter run times) at central etas. Finally, the 1200 file high eta sample was redigitized on the grid. Mark Sosebee at UTA carried out this production exercise, using the DC1 GRAT software. Additionally, almost a 1000 low eta samples were produced using the new GCE software, by the GTS group, as a preliminary test for DC2 preparations, but using the DC1 versions of ATHENA.

The top data production produced over 8,000 files, all of which were registered and moved using Magda. Verification of these files and the entire dataset was ongoing at the end of the quarter. We expect to complete verification and transfer the files to CERN in early April using Magda.

The second major task by the operations team was development and testing of the DC2 production system. Over 30,000 simulated jobs were run with the Windmill system during this quarter, the vast majority of which were run in the U.S. All members of the production team contributed to this effort.

Mark Sosebee and Wensheng Deng continued cleanup of DC1 files from testbed sites.
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2.9 Subsystem Manager's Summary 
Jim Shank (Boston University)
Activities in this quarter were driven by two high level milestones: The ATLAS Data Challenge 2 (DC2) and the Combined Test Beam (CTB). Both of these are scheduled to start in May, 2004. Our facilities, both Tier 1 and the proto-Tier 2’s funded by iVDGL, were ramped up considerably in preparation for DC2. Significant new hardware acquisitions occurred at University of Chicago, Indiana University and Boston University using iVDGL funds. In addition, our T1 center at BNL ramped up hardware and support personnel for DC2. Our Grid Tools and Services (GTS) area activities were all focused on getting the new ATLAS production system, in which we will be demonstrating large-scale grid interoperability, fully functional. Our software effort was concerned with getting the functionality for DC2 as well as the CTB. One notable achievement in the software area for DC2 is the incorporation of the US developed, GeoModel as the sole mechanism for simulation, the major component of the first phase of DC2. Our DB software development team was busy with deliverables for both DC2 and CTB.

