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1. Financial Report (Chuck Butehorn, BNL)
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2. Executive Associate Project Manager’s Summary (J. Shank, BU)

This quarter saw the continuation of DC2, where we now switched mainly from simulation to digitization and pileup. This brought new grid problems related to file movement and registration, since, for pileup, we need to stage 11 files for every job. This produced a heavy network, since the CPU consumption was small. We saw NFS file systems brought down by this and we saw disk failures at some sites at a rate much higher than we would expect from normal traffic. This was a success in that it allowed us to identify modes of failure and we are working on making our production system more robust. Plans were made with overall ATLAS management to review the entire DC2 production system software, with a view toward reorganizing the effort in time to make DC3 a smoother, more timely exercise.

The ALTAS Computing Model document was produced on 15 Dec. and submitted to the LHCC using input from our DC2 experience. We are now trying to fully digest the implications of this model, but it does imply larger computing facilities than we originally planned. There will be iterations on this document and the underlying assumptions will have to be very carefully scrutinized before we really understand all the ramifications.

In the software area, work continued on the development of the release for the Rome physics workshop in June 2005, one of our big upcoming milestones. Studies for this workshop will likely be part of what we called phase 3 of DC2, given that DC2 was late. This will use software that has the ATLAS Event Summary Data (ESD) and Analysis Object Data (AOD). The software development concentrated on functionality need for ESD and AOD. 

We also started a U.S. collaboration wide discussion of our Physics Analysis Model. This started at meeting in Tucson in Dec, 2004: The First North American Physics Workshop. This was also our first attempt to get together with our Canadian colleagues to discuss common problems with physics analysis in North America.

In addition, analysis of Combined Test Beam (CTB) data continued in this quarter and a branch of the ATLAS software has been used for the processing and analysis of this data. Improvements/bug fixes in this branch have continued in this quarter.
3. Technical Progress Reports
2.1 Physics
	Milestone
	Baseline
	Previous
	Forecast
	Status

	Complete Production for Rome
	5-Feb-05
	--
	5-Feb-05
	On Schedule


2.1 Subsystem Manager's Summary 
Ian Hinchliffe (Lawrence Berkeley Laboratory)
Following the completion of Event Generation for DC2, work was done on the preparation for the Event generation for Rome to be done with release 9.0.3 which is expected to be deployed to the production sites in January 2005.

The external code for phythia, herwig and isajet was migrated to the new release of LGC-Genser. This completed the transition to pythia 6.226 that was required to fix certain bugs in processes needed by the ATLAS physics community. This migration was completed in ATLAS release 9.0.3

A new version of Jimmy was deployed and tuned to ensure a correct underlying event for the Rome production.

There were many interactions with the authors of the Sherpa package. This is the first event generation package written totally in C++ and ATLAS is the first experiment to attempt to use it for a large scale production. The deployment is behind schedule due to problems with the design. These problems were communicated to the authors. Testing of the package inside ATLAS is now underway. A decision will be made early in January 2005 whether this generator can be used for Rome production

The migration of ATLAS to the new version of the structure function package LHAPDF was completed. This package is the replacement for the obsolete pdflib. ATLAS interfaces needed to be modified to accommodate it.

2.2 Software

	Milestone
	Baseline
	Previous
	Forecast
	Status

	DC2 Phase 2 (reconstruction) starts
	1-Jun-04
	--
	1-Dec-04
	Delayed (See #1)

	Software Release 9
	15-Jun-04
	--
	15-Nov-04
	Completed

	Software deployed for reconstruction of DC2 and CTB data
	30-Jun-04
	--
	30-Nov-04
	Completed

	DC2 phase2 (reconstruction) ends
	31-Jul-04
	--
	15-Feb-05
	Delayed (See #2)

	Software deployed for Mar-2005 Physics Workshop
	1-Dec-04
	15-Feb-05
	23-Feb-05
	Delayed (See #3)

	Computing Model Paper
	31-Dec-04
	31-Dec-05
	31-Dec-04
	Completed (See #4)


Note #1  Delayed pending availability of all software components.

Note #2  Delayed due to delayed start of phase-2.

Note #3  Delayed awaiting completion of many software components.

Note #4  The first draft of the computing model paper is now available.

2.2 Subsystem Manager's Summary 
Srini Rajagopalan (Brookhaven National Laboratory)
The effort during this period was focused on DC2 and the Combined Test-Beam exercise. The CTB running phase was completed on November 15, 2004 - However the software for analysis of the CTB data continues to mature. 

Preparations for the Rome physics workshop have begun. Release 9 (which has now been released) will be used for the simulation of 5 million events with the initial layout configuration over the grid. This exercise has been descoped from its initial intent of 15 million events. The reconstruction software for the initial layout simulation will be released in March with the reconstruction production in April. The generated ESD/AOD will be analyzed by physicists for the Rome workshop scheduled in June 2005.

We held a US ATLAS physics meeting in Tuscon in December. Included were a hands-on tutorial session of the ATLAS software for physicists with the focus on doing analysis with reconstructed data.

The hires planned for FY05 have been approved including new hires at universities. U. Indiana and U. Chicago have been allocated personnel. Due to the late hire at U. Indiana, excess funds have been allocated to U. Texas, Arlington for work on improving the usability of distributed analysis by physicists.

2.2.1 Coordination 

2.2.2 Core Services 

2.2.2.1 Framework 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Object Browser Integrated with Analysis Tools
	30-Mar-04
	--
	30-Nov-04
	Completed (See #1)

	Integration of Seal plug-in Mechanism
	30-Sep-04
	30-Sep-05
	14-Sep-05
	Delayed (See #2)

	Support Physics Analysis
	30-Sep-04
	--
	30-Sep-04
	Completed (See #3)

	Synchronize Gaudi Release with
	30-Sep-04
	30-Sep-04
	23-Feb-05
	Delayed (See #4)

	History & Property Mech Integ
	30-Dec-04
	30-Dec-04
	14-Sep-05
	Delayed (See #5)

	Support for Reconstruction on Demand
	30-Dec-04
	--
	30-Dec-05
	Delayed (See #6)

	Flexible error and exception handling
	23-Feb-05
	[New]
	23-Feb-05
	On Schedule (See #7)

	Framework and EDM review
	28-Feb-05
	[New]
	28-Feb-05
	On Schedule (See #8)


Note #1  Completed and in use by physicists. In the future we may need to come back to this and add a mechanism that allows athena to "refresh" the object browser object cache automatically. Currently this is done manually at the end of the event.

Note #2  Done for dictionary loading. Priority lowered for integration in Gaudi.

Note #3  we identified requirement arising from Physics Analysis prototype. We added new, more specific, WBS items to EDM infrastructure to satisfy them.

Note #4  porting to Gaudi release 15 has been delayed to maintain a stable developers environment during the completion of DC2. Should be done by release 10 (Feb 05).

Note #5  not vital for the "Rome workshop" release (10 according to current plans). It should be defined and implemented in time for DC3 (release 11).

Note #6  this is going to be needed in particular to support "pick mode" reconstruction from the event display. At this point we do not expect this to be needed before the "Cosmic Ray" data taking in 06.

Note #7  a service to handle exceptions and error codes returned by Algorithms, configurable on an algorithm-by-algorithm basis.

Note #8  review Athena Examples and user-level documentation.

2.2.2.2 EDM Infrastructure 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Prototype Support for Integer Keys
	30-Sep-03
	--
	30-Mar-05
	Delayed (See #1)

	Support for History Objects
	30-Mar-04
	30-Mar-05
	14-Sep-05
	Delayed (See #2)

	Integrate CLID Database Generation
	30-Jun-04
	30-Jun-05
	14-Sep-05
	Delayed (See #3)

	Integration with POOL-Cache Manager
	30-Jun-04
	--
	30-Jun-05
	Delayed (See #4)

	Data Objects Fully Accessible from
	30-Sep-04
	--
	31-Dec-04
	Completed

	review need and implementation of StoreGate symlinks
	23-Feb-05
	[New]
	23-Feb-05
	On Schedule

	support DataLinks across different stores
	23-Feb-05
	[New]
	23-Feb-05
	On Schedule (See #5)


Note #1  HLT group agreed to reschedule this non-vital performance optimization. It may not be needed at all if Identical Container iterator access is optimized.

Note #2  transient part complete but no persistency yet. Rescheduled to DC3.

Note #3  delayed to DC3.

Note #4  this in a non critical optimization, that will probably will be delayed or even canceled.

Note #5  mechanism is there "in principle". Need to be tested and fixed as needed. Also need to evaluate the viability of "long" links that can be dereferenced outside their store context.

2.2.2.3 Detector Description 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Accelerated Access to Geometry Tree 
	30-Mar-04
	--
	30-Sep-04
	Completed

	Geometry Configuration System Available
	30-Jun-04
	--
	1-Sep-04
	Completed

	Native GeoModel Material Integration Service Available
	30-Jun-04
	--
	30-Jun-05
	Delayed (See #1)


Note #1  This item continues to be of concern particularly to the inner detector community; however it is lower in priority than most of the other ongoing activities (particularly, stabilizing the simulation) so it has been allowed to slip in deference to those activities.


Joe Boudreau (University of Pittsburgh)
The main activity during this period was a transition to the Oracle database use for detector description. This database comes with a versioning system. The versioning system was adopted by all subsystems, and tags were assigned to database structures which corresponded to a version of the layout. All detector description software components were adapted to read these database structures. 

A number of tasks related to the replication and distribution of the database were carried out. First, a mechanism for freezing and locking a release of detector description constants was created. Second, a method of replicating this to MySql databases was written and tested (though as present there is no existing mechanism for full-scale deployment of replicas). Then, the mechanisms to read these constants from Athena through MYSQL was tested and found to work, even on remote machines.

As usual, consultation with detector subsystem groups in support of their DD related responsibilities, especially in light of generation for the Rome workshop consumed some of our manpower. Liquid Argon was where most of the work went. the transition to a Geomodelized simulation for LAr was finally achieved. 

We now have a system in which database constants can be tagged & collected like the software itself and in which frozen detector versions can be plugged into the simulation much like event generators.

2.2.2.4 Graphics 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Integration of Graphic Tools within Athena
	30-Mar-04
	30-Dec-04
	8-Feb-06
	Delayed (See #1)


Note #1  Plans for this have still not gathered maturity, while a first technical discussion with the UK developers of the Atlantis Event Display occurred.

The U.S. has no direct participation in this effort but we will consult with our UK colleagues to make sure that the Algorithm providing information to Atlantis is redesigned in a way that reduces coupling to detector packages. We also want to support callbacks from the event display to athena (for example to recalculate track parameters after a problematic hit has been added or removed). At this point we do not anticipate the need for callback before the "Cosmic Ray" release 12.

2.2.2.5 Analysis Tools 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Deployment of an Analysis Framework with Basic Functionalities
	30-Mar-04
	--
	31-Dec-04
	Completed


2.2.2.6 Grid Integration 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Integration with Ganga
	30-Sep-03
	--
	30-Sep-05
	Delayed (See #1)

	Prototype Implementation for Grid Monitoring Architecture
	30-Sep-03
	--
	30-Sep-05
	Delayed (See #2)

	Integration with Distributed File Replication Service
	30-Mar-04
	--
	30-Sep-05
	Delayed (See #3)


Note #1  This activity is partly covered under Distributed Analysis Tools and a prototype is expected to be deployed for use in DC3.

Note #2  This is work is partly covered under Grid Tools and Services to provide monitoring of jobs submitted on the Grid. No capability within Athena exists due to lack of any assigned resources.

Note #3  The integration has been delayed due to lack of manpower. Work on standalone distributed file replication services are in progress and needs to be completed before an integration with Athena can be established.

2.2.3 Database 
David Malon (ANL)
A centerpiece of U.S. ATLAS database activities in this reporting quarter was a database Tier 0 exercise, to test the functional readiness of database components needed to support initial processing at CERN of data arriving from the ATLAS Event Filter. This machinery includes components needed to write Event Summary Data, Analysis Object Data, and Tag databases, as well as support for streaming, collection merging, and collection aggregation.

Tools developed by the ATLAS database team passed all Tier 0 functionality tests. The underlying production system, however (not a U.S. responsibility) was not ready for the exercise; so many tests were conducted in non-grid environments. Tests at larger scales are expected in the next quarter, when the "official" ATLAS-wide Tier 0 exercise takes place.

Much U.S. ATLAS work on database servers and services will be done in the context of the new LHC-wide LCG Distributed Database Deployment (3D) project, which was initiated largely due to the impetus of the U.S. ATLAS database team, which provided the initial justification and charge for the project. 

Related milestones will be revised accordingly in the coming quarter.

2.2.3.1 Server and Services 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Replication Machinery for Database-Resistant Data Sufficient for DC2
	30-Mar-04
	--
	10-Dec-04
	Completed

	Embedded Server Support and Extraction Protocols
	30-Jun-04
	29-Oct-04
	22-Apr-05
	Delayed (See #1)

	Evaluation of Distributed Oracle Deployment Possibilities
	30-Sep-04
	--
	26-Nov-04
	Completed (See #2)

	Define relational client library interface
	31-Oct-04
	--
	31-Oct-04
	Completed

	Prototype relational client library implementation
	30-Nov-04
	--
	30-Nov-04
	Completed

	Support distributed database deployment for DC2
	31-Mar-05
	--
	31-Mar-05
	On Schedule


Note #1  delayed because unneeded for DC2. DC2-critical activities have been given priority. 31 December 2005: Delayed once again because of further delays in ATLAS Data Challenge 2.

Note #2  awaiting launch of recently-endorsed LHC-wide distributed database deployment project 31. December 2004: Conclusion is to adopt common project infrastructure under development as part of the new LCG 3D project.

2.2.3.2 Common Data Management 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Initial Suite of ATLAS POOL Acceptance Tests
	30-Jul-03
	--
	7-Jan-05
	Delayed (See #1)

	Athena I/Fs for Physical Placement Control Defined
	30-Sep-03
	--
	25-Jan-05
	Delayed (See #2)

	Content Characterization/Aggregation Model
	30-Mar-04
	--
	15-Oct-04
	Completed (See #3)

	Strategy for Transaction Granularity
	30-Mar-04
	--
	15-Oct-04
	Completed (See #4)

	Schema Evolution Requirements Defined
	30-Jun-04
	--
	15-Oct-04
	Completed

	Support for Multiple Transaction Contexts
	30-Jun-04
	--
	25-Feb-05
	Delayed (See #5)

	Support for Placement Control
	30-Sep-04
	--
	25-Jan-05
	Delayed (See #6)

	Test Suite for Prototype POOL Schema Evolution
	30-Sep-04
	--
	25-Jan-05
	Delayed (See #7)

	Support for Cross-Type Conversion
	30-Dec-04
	30-Dec-04
	22-Apr-05
	Delayed (See #8)

	Documentation Stand-down
	11-Jan-05
	--
	11-Jan-05
	On Schedule

	Athena user access to POOL configuration options
	31-Jan-05
	--
	31-Jan-05
	On Schedule (See #9)

	Review PoolSvc design, and develop plan for refactoring
	22-Apr-05
	[New]
	22-Apr-05
	On Schedule


Note #1  Delayed to correspond to POOL Spring 2004 release with new functionality. New plan is to integrate these with DC2 readiness tests. 31 December 2004: Current plan is to accomplish this in the context of POOL2/ROOT4 acceptance--on schedule for first quarter 2005.

Note #2  Pending January 2004 DC2 event store readiness workshop. Delayed until after DC2. 31 December 2004: On schedule with respect to revised forecast.

Note #3  delayed until after DC2.  31 December 2004: An initial model using named ItemLists has been defined.

Note #4  delayed until after DC2. 31 December 2004: Initial strategy has been defined. Implementation schedule is yet to be determined.

Note #5  delayed until after DC2. 31 December 2004: On schedule with respect to revised forecast.

Note #6  Delayed until after DC2. 31 December 2004: On schedule with respect to revised forecast, but delivery date is subject to reprioritization of workload to support 2005 ATLAS physics workshop.

Note #7  delayed until after DC2 and POOL 2 release. 31 December 2004: On schedule with respect to revised forecast.

Note #8  31 December 2004: Schedule for this task will depend upon reprioritization of functional additions in support of the 2005 ATLAS Physics Workshop.

Note #9  31 December 2004: Read access to configuration options has been delivered. Write access will come in the first quarter of 2005.

2.2.3.3 Event Store 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Unique EDO Identification Infrastructure
	30-Sep-04
	--
	28-Feb-05
	Delayed (See #1)

	Tier 0 readiness tests passed
	1-Oct-04
	--
	1-Oct-04
	Completed

	Database Tier 0 exercise complete
	24-Nov-04
	--
	24-Nov-04
	Completed

	Database Support for Express Streams
	30-Dec-04
	30-Dec-04
	30-Dec-05
	Delayed (See #2)


Note #1  Delayed until after DC2. 31 December 2004: On schedule with respect to revised forecast.

Note #2  31 December 2004: Because this was descoped from the DC2 Tier 0 exercise, it will not be needed until DC3.

2.2.3.4 Non-Event Data Management 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Maintain NOVA through period of geometry database transition
	30-Jun-05
	--
	30-Jun-05
	On Schedule


2.2.3.5 Collections, Catalogs, Metadata 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Collection Cataloging Deployed
	30-Sep-03
	31-Jan-05
	22-Apr-05
	Delayed (See #1)

	Athena Interface/Read/Write Access to Collection-Level Metadata
	30-Dec-03
	15-Oct-04
	22-Apr-05
	Delayed (See #2)

	Collect Replication/Distribution Infrastructure Deployed
	30-Mar-04
	10-Dec-04
	22-Apr-05
	Delayed (See #3)

	Integration of Collection Support & Bookkeeping
	30-Mar-04
	10-Dec-04
	22-Apr-05
	Delayed (See #4)

	Content Categories/Aggregates Represented in Event-Level Metadata
	30-Jun-04
	--
	15-Oct-04
	Completed

	Collection integration with ATLAS physics tags
	15-Oct-04
	--
	15-Oct-04
	Completed

	Integration of POOL collections with Relational Access Layer
	1-Apr-05
	[New]
	1-Apr-05
	On Schedule


Note #1  Moved to Summer 2004 in the POOL work plan; ATLAS-specific work will probably not be a U.S. responsibility (Grenoble should do this).POOL has added a model collection catalog to its 2004 work plan. ATLAS will wait for this. 31 December 2004: Collection cataloging has been successfully tested, but deployment will wait until the later stages of the much-delayed Data Challenge 2.

Note #2  Pending January 2004 DC2 event store readiness workshop. Delayed until after DC2. Not needed for combined test beam because this metadata will also be available from the conditions database. 31 December 2004: Delayed once again because of ATLAS DC2 delays.

Note #3  Joint U.S./Orsay responsibility, on the critical path for DC2. Delayed corresponding to ATLAS DC2 Phase II delays. 31 December 2004: Delayed once again because of ATLAS DC2 delays.

Note #4  Principally a Grenoble responsibility, with some U.S. involvement on the collections end. On the critical path for DC2. 31 December 2004: Delayed once again because of DC2 delays.

2.2.4 Application Software 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Geometry Model Based Detector Description used for Reconstruction
	30-Sep-03
	30-Dec-04
	30-Mar-05
	Delayed (See #1)

	ATLAS Complete GEANT4 Validation
	30-Dec-03
	--
	30-Dec-04
	Completed (See #2)

	Prototype Definition of Event-Level Physics Metadata (tag)
	30-Dec-03
	--
	30-Jul-05
	Delayed (See #3)

	RTF Recommendations Implemented
	30-Dec-03
	30-Dec-04
	30-Mar-05
	Delayed (See #4)

	Extract Module Alignment Constants
	30-Mar-04
	30-Dec-04
	30-Mar-05
	Delayed (See #5)

	Initial Implementation of AOD and ESD Available
	30-Jun-04
	--
	30-Nov-04
	Completed (See #6)

	Initial Implementation of ESRAT Completed
	30-Jun-04
	30-Nov-04
	30-Dec-04
	Completed (See #7)

	Support for Alignment in Readout Elements
	30-Jun-04
	30-Dec-04
	30-Mar-05
	Delayed (See #8)

	Access to Alignment in Reconstruction
	30-Sep-04
	30-Sep-04
	30-Jun-05
	See Note #9


Note #1  Completed except for Calorimeter which have been postponed to July 2004.

Note #2  The full validation of Geant4 will undoubtedly continue for some time to come with extensive comparisons expected between Geant-4 and recently concluded Combined Test-Beam. The first iteration of this validation exercise is however done with Geant-4 behaving better in comparison to previous test-beam data than Geant-3. Some discrepancies between G4 and TB have been identified and they are being pursued.

Note #3  Awaiting outcome of AOD-ESD task force.

Note #4  Well in progress. Calorimeter completed, RTF recommended EDM for Tracking delayed due to lack of manpower.

Note #5  Delayed from lack of information from all sub-systems.

Note #6  An initial implementation is now available, however it is expected to go through several iterations.

Note #7  The search committee has provided its recommendation and A. Dell'Acqua (CERN) has been elected as the ESRAT coordinator.

Note #8  Delayed due to lack of sufficient manpower.

Note #9  Some alignment information is already existing in Athena. Other delayed due to either lack of information and appropriate conditions infrastructure to save these time-varying alignment constants.

2.2.4.1 Simulation 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Validate pile-up
	15-Jul-04
	--
	15-Dec-04
	Completed

	US DC2 Production Commitment completed for simulation/digitization/pile-up
	15-Aug-04
	--
	15-Dec-04
	Completed

	Validate Initial/Rome layout Simulation
	2-Feb-05
	[New]
	2-Feb-05
	On Schedule


2.2.4.3 Combined Reconstruction 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	US DC2 production commitment for reconstruction completed
	15-Oct-04
	--
	15-Dec-04
	Completed

	Validate Rome/Initial layout reconstruction.
	1-Apr-05
	[New]
	1-Apr-05
	On Schedule


2.2.4.4 Analysis 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	First analysis results from DC2 data
	1-Dec-04
	--
	1-Dec-04
	Completed

	Validate GEANT4 Physics with DC2 data
	15-Dec-04
	--
	15-Dec-04
	Completed

	US -Base Analysis Effort for Rome workshop completed
	6-Jun-05
	[New]
	6-Jun-05
	On Schedule


2.2.4.5 Trigger 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Define US Role in Trigger Software.
	10-Mar-05
	[New]
	10-Mar-05
	On Schedule

	Host Trigger Workshop at UC Irvine.
	10-Mar-05
	[New]
	10-Mar-05
	On Schedule


2.2.4.6 Combined Testbeam Software 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Final CTB data available with preliminary analysis
	15-Dec-04
	--
	15-Dec-04
	Completed

	Analysis of CTB data for Rome Physics Workshop.
	6-Jun-05
	[New]
	6-Jun-05
	On Schedule


2.2.5 Software Support 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Testing Releases with New Compiler Versions
	30-Jul-03
	--
	31-Dec-04
	Completed (See #1)

	Create new (4.0) version of NICOS for incremental nightly builds
	30-Nov-04
	--
	30-Nov-04
	Completed

	Install and support ATLAS releases and associated external software at BNL
	31-Dec-04
	--
	31-Dec-04
	Completed

	Support of ATLAS software nightly builds at BNL and CERN
	31-Dec-04
	--
	31-Dec-04
	Completed


Note #1  The Milestone was delayed because new compiler versions were not available. In September new gcc 3.2.3 complier became available and the experimental nightly builds of ATLAS software were started on a SLC3 machine with gcc 3.2.3. After several fixes of the compiler options and environmental variables the builds with new and older (gcc 3.2) compilers produce the same results. The recent ATLAS releases have binaries compiled with gcc 3.2 and gcc 3.2.3.


Alexander Undrus (Brookhaven National Laboratory)
During this quarter the ATLAS nightly builds were accelerated by implementing the incremental scheme: only the modified code and dependencies are rebuilt in the nightly release area of a local disk and then the updated nightly release is copied to AFS areas for worldwide use. New 0.4 version of NICOS nightly control system with the incremental build support was released. The incremental nightly builds are completed in 10 hours (about 20 hours were needed previously). The ATLAS nightly releases were made available on SLC3 platform (with gcc 3.2.3 compiler). The first nightly unit tests of core software were introduced and the number of nightly integration tests was increased to 45. At BNL new ATLAS software releases were promptly installed, usually in one to two days after CERN installation. The mirrors of ATLAS CVS repository and ATLAS nightly builds were supported.

2.3 Facilities

2.3 Subsystem Manager's Summary 
Razvan Popescu (Brookhaven National Laboratory)
The Tier1 facility provided adequate resources to the DC2 production, analysis and development efforts, supporting local and remote users via planned and per-request execution. The installed capacity was increased substantially, a new disk solution based on dCache was deployed, two SRMs are operational and the computing capacity has been almost tripled. The network connectivity has been upgraded to OC-48 and QoS technologies are tested.

The two Tier2 prototypes were essential participants in the DC2 exercise, refining and validating the model that will be used for permanent deployment.

BNL's ESNet interface was upgraded to OC-48 therefore doubling the Tier1's bandwith. QoS based on native Cisco mechanisms was demonstrated at BNL and a project to investigate MPLS was open in collaboration with FNAL, UMichigan and SLAC.

During the reporting period the focus was on continuing support for DC2, resolving problems with the Capone workload manager, diagnosing problems and preparing for adjustments required to support production for the Rome physics workshop.

Most of the DC2 Phase I goals were accomplished: all Grid3 sited were used for production, the throughput was on par with the other two grids (NorduGrid and LCG) while our efficiency was substantially higher.

2.3.1 Tier 1 Facility 
Razvan Popescu (Brookhaven National Laboratory)
The Tier1 facility provided adequate resources to the DC2 production, analysis and development efforts, supporting local and remote users through planned or per-request execution.

The installed computing power was increased substantially, a new disk storage system based on dCache was deployed successfully, two SRM implementations were installed and the CERN Service Challenge was completed to the level imposed by the current infrastructure limitations.

The capacity will triple after the current procurement of 128 new systems will be completed. The storage service will be upgraded by 200TB of dCache based disk to serve the needs of Rome production and per-request analysis data access. The laboratory's WAN connection was upgraded to OC-48 and will double the effective Tier 1 bandwidth when the BNL backbone will be upgraded. New network technologies are tested: QoS and MPLS are expected to provide the means to prioritize large scale data transfers over shared (LAN and WAN) infrastructure.

2.3.1.1 Management/Administration 
Razvan Popescu (Brookhaven National Laboratory)
Razvan Popescu had been hired to replace Rich Baker as Deputy US ATLAS Facilities Manager.

2.3.1.2 Tier 1 Fabric Infrastructure 
Razvan Popescu (Brookhaven National Laboratory)
The BNL wide area network connection, provided by ESnet, was upgraded from OC-12 to OC-48. A 2x1Gbit/sec Etherchannel was setup between the ESNet interface and the BNL border router. A funded plan to upgrade the BNL backbone from the current 1Gbit/s to 10Gbit/s, should be implemented around April '05, bringing the effective Tier 1 connectivity to ~2Gbit/s.

A joint US ATLAS/ITD team demonstrated the utilization of QoS -- based on the current Cisco infrastructure -- to provide privileged access to shared backbone resources. The feature is essential to ATLAS' ability to effectively transfer large datasets between sites.

2.3.1.3 Tier 1 Linux Systems 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Initial dCache Functionality Operational
	15-Dec-04
	--
	15-Dec-04
	Completed (See #1)


Note #1  A 32 nodes, 11TB, dCache storage system has been deployed and is currently used by non-DC2 production jobs. Usage of main access protocols (dcap, gsiftp, srm) has been tested and HPSS tertiary storage has been integrated successfully. All basic features are operational.


Razvan Popescu (Brookhaven National Laboratory)
The integration of the 32 new nodes (dual 3.1GHz) was completed and the resource allocated mainly to DC2 production, with lower priority access by individual US ATLAS users.

In addition, the three local disks provided by each node were configured as support of a dCache storage system offering a total of 11TB of storage, to local and remote users. Multiple protocols (SRM, GSIFTP, DCAP) were made available, to satisfy the needs of locally and remotely executed DC2 jobs and also to open the field for a more efficient storage management model based on SRM and DCAP application direct access.

A new procurement, of 128 nodes, was launched and it is expected to be completed in the following quarter. Each system will be equipped with 2GB of memory and 1.2TB of local storage to provide for expanding the current dCache system.

2.3.1.4 Tier 1 Storage Systems 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	dCache expansion operational
	31-Mar-05
	[New]
	31-Mar-05
	On Schedule



Razvan Popescu (Brookhaven National Laboratory)
In addition to operating the 12 TB NFS centrally served disk, the group took on an investigation into the feasibility of dCache as main storage service for large sites. Attracted by the lower cost, the stability and maintainability were the two objectives of the investigation. After successful prototyping, a medium size system based on 32 Linux servers with 12TB of storage was put into place. The initial demonstration of basic features and reasonable stability was completed. Currently the system is in production undertaking a moderate user load of mainly analysis jobs.

In addition, a dual focus investigation into the state of SRM implementations completed its first few steps: assessing the stability of the packages and the basic features. Two products were considered: HRM/DRM from LBNL and SRM/dCache from FNAL/DESY. Both were deployed up to production level installations, currently in service. Support personnel were allocated and documentation was made available. We are discussing methods to integrate the new protocol with current application and devising novel approaches to data management.

Based on the positive experience with dCache and its low cost per storage unit we are considering an expansion of the current implementation to provide the necessary storage resources for Tier 1. The decision waits on more results regarding performance under high load to determine the proper way of expanding.

2.3.1.5 Tier 1 Wide Area Services 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	HRM / SRM operational for HPSS access
	1-Nov-04
	--
	1-Nov-04
	Completed (See #1)

	dCache SRM operational
	15-Dec-04
	--
	15-Dec-04
	Completed (See #2)

	Robust Data Transfer Service Challenge I complete
	1-Feb-05
	1-Feb-05
	31-Dec-04
	Completed (See #3)

	Robust Data Transfer Service Challenge Phase II complete
	1-Mar-05
	[New]
	1-Mar-05
	On Schedule


Note #1  The HRM service has been installed and tested successfully. Optimized access to HPSS via an SRM interface is now operational. However the utilization of the service is reduced due to the availability of alternative interfaces (dCache SRM) with superior features.

Note #2  dCache's SRM door has been deployed successfully. Utilization recommendations were made available on the Tier 1 web site and user support is provided by dedicated personnel. Methods of integrating the newly available protocol with current applications are under consideration.

Note #3  Tier 1's ability to transfer data between BNL and CERN, with minimum operator intervention, was demonstrated. The attained data rates were 500-800Mbit/sec limited by the installed bandwidth at BNL and the use by other projects. The challenge will continue with a phase involving use of high level data management tools based in SRMs.


Razvan Popescu (Brookhaven National Laboratory)
The Wide Area Services work was mainly focused on testing high level data management components, based on the SRM specification, and delivering novel storage options offering lower cost advantage. In addition the ability to transfer data between Tier 1 and CERN was demonstrated, first using lower level transports -- gridftp.

Two SRM implementations were tested and deployed successfully: HRM/DRM (LBNL) and dCache. Both systems provide production level access to the BNL's mass storage system for the benefit of local and remote users.

A dCache based system with 11TB of storage space is operational and work is in progress to test the expandability options to a service up to 50TB.

The link between BNL and CERN was tested and we demonstrated our ability to use it to transfer data, in a minimally attended fashion, at rates limited by the installed bandwidth and the needs of other projects: 500/800Mbit/sec.

2.3.1.6 Tier 1 Operations 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	DC2 Tier 0 - Tier 1 exercise complete
	31-Dec-04
	31-Dec-04
	28-Feb-05
	Delayed (See #1)


Note #1  Postponed due to general DC2 delays.


Razvan Popescu (Brookhaven National Laboratory)
DC2 production received 70% of existing resources and completed successfully Phase I of the plan. In support to the general usage of the facility the rest of 30% was shared between local and grid users. A priority with preemption mechanism was implemented, to optimize the resource utilization. Three groups of users: DC2, local and grid were recognized and received resources based on a mutually accepted policy. GUMS was integrated as the chosen grid identity mapping service.

2.3.2 Tier 2 Facilities 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Tier 2 Fabric Upgrade Fully Operational for DC2
	25-Mar-04
	--
	25-Mar-04
	Completed

	Permanent Tier 2 Sites A & B Selection Complete
	1-Jul-04
	--
	1-Jan-05
	Delayed (See #1)


Note #1  Uncertainty regarding the funding mechanism for Tier 2's delay action in this area. The selection process is now back on track but for 3 sites instead of 2 and with a delay in completion of four months.

2.3.2.1 Tier 2-A "Currently Indiana/Chicago Prototype" 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	UC Tier2 prototype Center deployed and DC2 ready
	1-May-04
	--
	1-Jun-04
	Completed



Rob Gardner (University of Chicago)
Both UC and IU facilities remained operations during the reporting period in support of DC2 production.

The UC site sent RFP to vendors for an upgrade to cluster. Bids were received and Koi electronics was selected as the most competitive. The upgrade will consist of 32 dual 3.0 GHz Xeon processors with 2GB memory, 6 new headnodes for grid and interactive access, and Cisco network equipment to tie the new nodes into the cluster. 

In addition, upgrades were made to the heating and air conditioning for the 'HEP Glass Room', which houses the UC Tier2 cluster. Additional floor support jacks were installed to accommodate the new nodes.

2.3.2.2 Tier 2-B "Currently Boston Prototype"
	Milestone
	Baseline
	Previous
	Forecast
	Status

	BU Tier 2 Fabric Upgrade for DC2 Complete
	5-Mar-04
	--
	5-Apr-04
	Completed



Saul Youssef (Boston University)
During the last quarter, we have been in steady DC2 operations mode at BU both with our main resource ATLAS.bu.edu (60 Xeon) and the contributed cluster agt.bu.edu (32 Xeon). We've had substantial problems with our ASA storage element, with 1/2 of it unavailable due to hardware problems. ASA has responded sending us a complete set of replacement disks.

2.3.3 Wide Area Network 
Razvan Popescu (Brookhaven National Laboratory)
BNL's ESNet connection was upgraded from OC-12 to OC-48 (2.4Gbit/s) and the link between the ESNet interface and the lab's border router was replaced with a 2x1Gbit/s Etherchannel. Effective US ATLAS utilization of the augmented bandwidth depends on the planned upgrade of the laboratory's backbone from the current 1Gbit/s to 10Gbit/s -- expected to occur around April '05.

Quality of Service was demonstrated on lab's infrastructure and it is expected to be effectively used when need to prioritize traffic over the shared infrastructure will arise.

MPLS tunnels were demonstrated in a joint operation with FNAL, UMichigan, ESNet and SLAC. Further testing is necessary.

2.3.4 Grid Tools & Services 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	GCE 2.0: DC2 Alpha
	1-Feb-04
	--
	1-Jun-04
	Completed

	GCE 2.0: DC2 Delivery
	1-Mar-04
	--
	1-Jul-04
	Completed



Rob Gardner (University of Chicago)
During the project reporting period the focus was on continuing support for DC2 production, fixing problems with the Capone workload management system, diagnosing end-to-end problems with the system (which included debugging of grid services at sites), and preparations for changes required to support production for the Rome physics workshop. Developments included changes required to support "generic" transformations (to relieve the dependence on argument passing and named transformations in job wrapper scripts and the virtual data catalog). This got to the prototyping phase. Other efforts were directed to support user-based production for the Tucson workshop (reconstruction of DC2 data samples on Grid3).

2.3.4.1 Grid Infrastructure 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Capone Distributed Processing Design
	1-Apr-04
	--
	1-Apr-04
	Completed

	VDC schema for DC2 transformations deployed, ready for DC2
	1-Apr-04
	--
	1-Apr-04
	Completed



Rob Gardner (University of Chicago)
Throughout the reporting period US ATLAS facilities were updated with changes to the ATLAS software installation for both new ATLAS releases supporting digitization and pileup, and kitValidation packages for the transformations.

During this period several releases of the GCE-Server packages were installed on ATLAS sites to accommodate the new transformations and to fix and improve the GCE client and server packages.

The basics (VDT-based) core middleware remained stable during this time period to support on-going production activities.

The US ATLAS Development Test Grid (DTG) continued to participate with the Grid3dev effort to develop the next release of the Grid3 infrastructure. Sites from IU, ANL, UC, and OU participated in this activity. Installations and tests of with VDT 1.2.2 were made.

2.3.4.2 Workflow Services 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Capone "stub" prototype delivered
	31-Mar-04
	--
	31-Mar-04
	Completed

	Delivery of DC2 ready Capone + GCE system
	1-May-04
	--
	1-Jul-04
	Completed



Rob Gardner (University of Chicago)
Work continues on the Capone/GCE execution environment to (a) support on-going DC2 objectives (including pileup and digitization jobs) and (b) to develop new components to address known deficiencies.

* A version of Capone to run pileup jobs interactively was developed for testing purposes.

* Client-side fixes for problems with remote schedulers at FNAL (fbsng job manager) were made.

* Changes to submit host software to account for changes in configurations at remote sites, and to control load on gatekeepers.

* Changes to GCE-Client software were made to work with VDT 1.2.2.

* Improved error checking of return codes from Athena and wrapper scripts incorporated.

2.3.4.3 Data Services 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	RLS services deployed at to US ATLAS locations
	30-Apr-04
	--
	30-May-04
	Completed

	VDC services deployed, development and production
	1-Jun-04
	--
	1-Jun-04
	Completed



Rob Gardner (University of Chicago)
Work continued to support the replica location service catalog (RLS) at Brookhaven in support of DC2 on-going production.

2.3.4.4 Monitoring Services 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Capone Job Monitor
	1-Aug-04
	--
	15-Aug-04
	Completed



Rob Gardner (University of Chicago)
The monitoring infrastructure used in Grid3 and for ATLAS client tools has been stable. A clear lesson from DC2 is that having the full job state recorded in a reliable fashion is important not only for monitoring statistics but also for recovery of job failures at different points in the production chain.

Discussions began with LCG to consider possible interoperable job-monitoring project using a common job state model and a central database which could be published into by providers from both Grid3/OSG and LCG. The goal would be to give ATLAS physicists a single place to view queued, running, and completed jobs in the system. Meetings held with R. Gardner, F. Luehring, I. Bird, M. Shultze at CERN. Following meetings are planned for next year, and it is expected the work would carry forward in the OSG-Interoperability working group.

2.3.4.5 Production Frameworks 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	DC2 message schema implemented in Grid3/Capone execution system
	1-Apr-04
	--
	1-Jun-04
	Completed

	Capone grid submission at DC2 scale
	1-Jun-04
	--
	1-Jul-04
	Completed



Rob Gardner (University of Chicago)
Several releases of Capone and Windmill during the reporting period to address pileup and digitization transformations.

Work on Capone client tools to allow job submission outside of the Windmill production framework was made:

* development of "generalized" transformations so that users could define their own jobs.

* modification of the capone web service clients to support queries from interactive users.

* development of scripts to run reconstruction jobs on Grid3.

This work culminated in production of reconstructed combined ntuples from DC2 datasets.

2.3.4.6 Analysis Frameworks 
Rob Gardner (University of Chicago)
Work continued on the ATLAS Distributed Analysis project (ADA, D. Adams).

Release 0.94 was made on December 17, 2004 and last patched on January 27, 2005. It was built using gcc 3.2 under RedHat 7.3 with ATLAS release 9.0.3 (9.0.2 in early versions. It can be accessed directly through AFS or may be installed locally. The applications supported by this release are described on the applications page. 

The release includes interfaces from the shell command line, ROOT/CINT and GANGA/python. The ROOT interface has been tested. The release supports distributed processing using local subprocesses, LSF, lsrun, Condor and Condor COD. Present services use LSF or Condor. 

DIAL services are run at ATLASgrid09.usATLAS.bnl.gov and require GSI authentication. See the service page for the information about these services.

2.3.5 Grid Production 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	DC2 50% Complete
	15-Jun-04
	--
	7-Oct-04
	Completed

	DC2 Production Goals Achieved
	27-Aug-04
	--
	15-Dec-04
	Completed

	Computing Model Document Complete
	3-Jan-05
	--
	3-Jan-05
	On Schedule



Kaushik De (University of Texas at Arlington)
The highest priority task was DC2 Phase I data production during this quarter. We accomplished and exceeded most of our goals and objectives in the U.S. All Grid3 sites (few dozen) were used for ATLAS production. We had the same throughput of successful jobs as the other two grids used for DC2 production - NorduGrid and LCG. Our efficiency was the highest, more than factor of two higher than LCG, and substantially higher than NorduGrid. Over 75,000 jobs were processed by the production team - about 50% of the U.S. total DC2 sample.

2.3.5.1 Software Acceptance 
Kaushik De (University of Texas at Arlington)
The DC2 production versions of both Windmill and Capone were frozen in this quarter. There were a few urgent bug fix releases of Capone and GCE. We continued to test each release on a limited scale before deployment for production. There were no bug fix releases of Windmill during this quarter.

2.3.5.2 Deployment of Software Services 
Kaushik De (University of Texas at Arlington)
No new middleware services were deployed during this period of stable DC2 production. We had problems with the DQ server used for Grid3 production. Two additional servers were deployed at BNL. BNL staff worked very hard on resolving some of the stability issues associated with the DQ service.

Versions of production software (Athena) were installed on all the Grid3 sites by the production team, as they were required for new samples.

2.3.5.3 Validation and Hardening 
Kaushik De (University of Texas at Arlington)
The production team worked actively on validation and hardening during this period, to increase both the total production rate as well as production efficiency. More details are provided in the next section on operations. We fed back many requirements to the GTS team, which led to new releases and better performance.

2.3.5.4 Operations 
Kaushik De (University of Texas at Arlington)
During this period we concentrated on stable production of Phase I DC2 data. An average rate of 20,000 jobs produced per month was achieved. In October, we achieved the highest rate as well as the highest efficiency of production: 26,600 files successfully produced with efficiency of 84%. Note, efficiency is defined as the rate of success in completing a job per attempt. Since Windmill automatically reprocesses failed jobs, our overall efficiency was close to 100%, after automatic retries.

The production team runs 2 shifts per day, 7 days a week. The work mostly involves identifying and fixing problems at various sites. Submission sites and rates are manually tuned. A production summary is produced and electronically archived every shift. Thanks to experienced shifters, and because of shorter jobs in October, we improved efficiency from 57% in July to 84% in October. The efficiency was 81% in November.

Overall Grid3 had the highest efficiency among all 3 grids used in DC2 production, which also included LCG and NorduGrid.

We held a shift training session in December at UTA, to train new shifters for the upcoming Rome production. The training material is available at http://agenda.cern.ch/fullAgenda.php?ida=a045443.

We started running test jobs with pre-release Athena software for rome production in December. Full scale production is expected to start in January, after the release of version 9.0.3.

3.1 M&O Silicon
3.1 Subsystem Manager's Summary 
Abraham Seiden (UCSC)
3.1.2 SCT 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Start of Pre-Operations for SCT
	1-Oct-04
	--
	10-Jan-05
	Delayed (See #1)


Note #1  SCT is late finishing barrel 3. Anticipated to be complete in Dec. Once it is moved to CERN we can begin M&O.

3.1.3 RODs 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Start of Pre-Operations for RODs
	1-Oct-04
	--
	1-Feb-05
	Delayed (See #1)


Note #1  RODs have not completed fabrication, given small changes made in the summer. Anticipated completion is around end of January at which point we can begin M&O.

3.1.3.1 Pre-Operations 

3.1.3.1.1 RODs Pre-operations 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Machine Language Histogramming Functional SCT/Pixel (Wisc)
	15-Jan-05
	--
	15-Jan-05
	On Schedule

	Firmware and Software Complete for Macro Assembly Site (Wisc)
	15-Mar-05
	--
	15-Mar-05
	On Schedule


3.2 M&O TRT

3.2 Subsystem Manager's Summary 
Harold Ogren (Indiana University)
The QC qualification is part of our M&O pre-operations. It is now 96% complete. We have three modules of type 3 that are being tested and should be ready in January, 2005.

3.2.1 TRT-Subsystem 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Completed TRT Barrel
	1-Jan-05
	1-Jan-05
	1-Aug-05
	Delayed (See #1)


Note #1  Electronics and to a smaller extent, module installation, has been somewhat slower than anticipated. However, we are on schedule for integration with the SCT.

3.2.1.1 TRT Pre-Operations 

3.2.1.1.1 Module Check 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Completion of Modules into the BSS (Duke)
	31-Dec-04
	31-Dec-04
	31-Jan-05
	Delayed (See #1)

	Completion of Modules into the BSS (Hampton)
	31-Dec-04
	31-Dec-04
	31-Jan-05
	Delayed (See #2)

	Completion of Modules into the BSS (Indiana)
	31-Dec-04
	31-Dec-04
	31-Jan-05
	Delayed (See #3)


Note #1-3  Module installation is about 1 month behind, They should all be in the end of January or first days of Feb. This is not causing any cumulative delay.


Harold Ogren (Indiana University)
The work in 154 by Pauline Gagnon and crew has essential been completed during this period. We have qualified 96% of the modules. We have only two more modules to finish working on. This will be completed in January.


Kenneth McFarlane (Hampton University)
See TRT-6-Mod-Check.

3.2.1.1.4 TRT-6 mod-check 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	HV Distribution (Duke)
	31-Dec-04
	--
	1-Mar-05
	Delayed (See #1)


Note #1  HV cable will be ready in March, are not needed until May 05. There is a concern about the continual low rate of fuse failures.


Harold Ogren (Indiana University)
As the modules are installed in the BSS, we check them for

1) CO2 flushing gas tightness

2) HV strip continuity

3) Active gas tightness

4) Active gas flow rate

5) HV current draw at 1550V with active gas.

This has been done for 96% of the modules. We anticipate that this will finish in February for all modules. After the electronics is added we also check for cooling liquid flow and tightness. This was done by Ogren, Kirill Egergov, Craig Kline, Jack Fowler.


Kenneth McFarlane (Hampton University)
The Module Gain Mapper (MGM), an automated scanning system for measuring gain variation in barrel modules, was built at Hampton in Fall 2003, and moved to CERN in Dec. 2003. It was operational at CERN for production scanning in Jan 2004. Gain variation is a critical quality parameter for individual straws -- if the variation is too large, the wire must be removed since the chance of high-voltage breakdown is too great.

All production modules (109) have now been scanned at least once, although it is possible that one or two modules may be re-scanned. Approximately 1% of wires were removed as a result.

Hampton provided the staffing for the scanning operation throughout the 10-month operation.


Rick Van Berg (University of Pennsylvania)
The board test program and database have been modified to allow use as a module or detector test bed. Methods have been developed to find open or defective straws using not only external pulse injection and relative noise measurements, but also raw countrates under HV.

Extra barrel patch panels have been assembled at Penn to allow for simultaneous readout of all six modules. The two sets from the test beam will also be used. New cable harnesses have also been constructed and tested.

Extra, dedicated power regulators are being assembled at Penn to allow us to run not only the six mod tests, but also the large scale End Cap tests and the normal electronics installation tests.

3.3 M&O Argon

3.3 Subsystem Manager's Summary 
Ryszard Stroynowski (Southern Methodist University)
The M&O work during the first quarter of FY 2005 was dominated by three separate activities:

1) Two test beams operated simultaneously through November 2004. The combined Liquid Argon and Tile calorimeters were tested in H8 beam line together with elements of the inner detector - TRTs and silicon strips and with several muon chambers placed after iron absorber. The analysis of the data will continue through 2005. The "hadronic tails" measurement took place in the H6 beam line where the endcap hadronic, electromagnetic and Fcal modules were placed in the H1 cryostat. The goal of this test was to study the amount of the hadronic shower energies lost in the cracks betweeen the calorimeters. The back-end electronics for this test became operational rather late in the run resulting in a limited data statistics. 

2) The transfer of the barrel calorimeter from Bldg. 180 to the cavern took place in October. Eight feedthroughs had to be dismantled for the move to fit into the transport structure. The assembly of the tile calorimeter around the barrel was completed in December. The combined assembly is now in the "truck" position in the cavern awaiting completion of the toroid magnet assembly.

3) The analysis of the results of the "full front crate test" of the complete chain of front-end electronics continued through December. The results showed excellent noise performance of the system. The initial analysis of the calibration data led to small modifications of the testing procedure for the calibration board and increased data base information for the calibration constants.

3.3.1 Mechanical Liquid Argon M&O 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Vacuum Test of Cryostat on the Tile after Installation (on truck)
	1-Nov-04
	--
	1-Nov-04
	Completed

	Commission Nitrogen Refrigeration System - stand alone
	30-Mar-05
	--
	30-Mar-05
	On Schedule

	Re-assemble FT Vacuum and Test on the truck
	30-Mar-05
	--
	30-Mar-05
	On Schedule

	Commission Cryogenic Connection to the Barrel Head Vessel
	30-Jun-05
	--
	30-Jun-05
	On Schedule

	Commission Cryogenic System up to the Barrel Expansion Vessel
	30-Jun-05
	--
	30-Jun-05
	On Schedule


3.3.1.1 Pre-Operations and Commissioning 

3.3.1.1.2 Feedthrough 
Michael Rijssenbeek (SUNY Stony Brook)
Repair of faulty filter boards is ongoing. Intensive cleaning recovers ~60% of failing boards, while the remainder is recovered by replacing some individual filter components (leaky capacitors, out-of-tolerance resistors). We are nearing the end of this particular task.

3.3.1.1.4 Forward Calorimeter 
John Rutherford (University of Arizona)
Preparations for the Bat 180 commissioning of the End Cap C calorimeters, including our FCal, are now well refined and all parts are coming together. We expect the End Cap C cryostat to be cold and filled with liquid argon by mid to late January. The electrical testing can start immediately thereafter. The full testing period is about 10 weeks. HV tests will start early in this period but the TDR reflection tests and the full-(half)crate tests will come near the middle and end of this period respectively.

3.3.1.2 Operations 

3.3.1.2.1 Cryostat 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Commissioning Above Ground Complete
	1-Sep-04
	--
	1-Sep-04
	Completed

	Transport to the Pit Complete
	1-Dec-04
	--
	1-Dec-04
	Completed


3.3.1.2.2 Feedthrough 
Michael Rijssenbeek (SUNY Stony Brook)
We have ordered interlock pins for the HV filter modules, and will equip all front panel connectors with interlock lines to have them operate correctly in the pit. This will take place by exchange of existing modules with modified modules.

3.3.1.2.3 Cryogenics 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Commissioning of the Refrigerator Complete
	1-Sep-04
	--
	1-Mar-05
	Delayed (See #1)


Note #1  Awaiting completion of the new software.

3.3.1.2.4 FCAL 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Commissioning of Endcap C Above Ground Complete
	1-Mar-04
	15-Jan-05
	15-Apr-05
	Delayed (See #1)

	Commissioning of Endcap A Above Ground Complete
	1-Jun-04
	1-Jun-05
	1-Dec-05
	Delayed (See #2)


Note #1-2  Present forecast dates are from the official LArG schedule.


John Rutherford (University of Arizona)
Some mechanical parts for the FCal Electronics Test Bench were drawn up, submitted to the machine shop, and delivered. Thye include the two endplates and a G10 base.

3.3.1.3 Maintenance 

3.3.1.3.2 Feedthrough 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Complete Commissioning of HV Filter Modules (SB)
	31-Dec-04
	--
	31-Mar-05
	Delayed (See #1)

	Installation HV Filter Crates ECA (SB)
	31-Dec-04
	--
	31-Mar-05
	Delayed (See #2)


Note #1-2  Awaiting completion of capacitors replacement.


Michael Rijssenbeek (SUNY Stony Brook)
A filter card test station is operational at Stony Brook, and works well in identifying individual channels with problems of corona, capacitor leakage, or faulty resistors. This station will be used for long-term maintenance and repair.

3.3.2 Electronic Liquid Argon M&O 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Operation of the First Crates on the Truck
	30-Mar-05
	--
	30-Mar-05
	On Schedule

	Operation of the First Full Crate on the Truck (stand alone)
	30-Apr-05
	--
	30-Apr-05
	On Schedule

	Operation of all Crates on the Truck
	30-Jun-05
	--
	30-Jun-05
	On Schedule

	Operation of the First Full Crate on the Truck Linked to USA15
	30-Jun-05
	--
	30-Jun-05
	On Schedule


3.3.2.1 Pre-Operations and Commissioning 

3.3.2.1.3 System Crate Integration 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Completion of Documentation of Level 1 Trigger Interface for Liquid Argon and Tile Calorimeters (Pitt)
	31-Jul-04
	1-Nov-04
	1-Jul-05
	Delayed (See #1)

	Delivery of Receiver Maintenance Crate to CERN (Pitt)
	30-Nov-04
	--
	30-Dec-04
	Completed


Note #1  Documentation almost complete. Documents need to be updated with final versions of hardware.


Francesco Lanni (Brookhaven National Laboratory)
1. Development of an automatic setup for phase-1 commissioning of the Front-End Crate monitoring system.

2. Preparation of documents and procedures for cooling commissioning

3. Commissioning Trial of Low Voltage Power Supply and Monitoring system


John Parsons (Columbia University (Nevis Laboratory))
Efforts are continuing on preparing a NIM paper on the results of the Frontend Crate System Test that was carried out at BNL, and was used to verify the system performance before the various boards went to the PRR stage.

Similar to the successful completion of the cold test of the EMBarrel calorimeter in B180 last summer, we are now preparing for cold tests of the Endcap C calorimeters. The FEBs will be installed and used to measure coherent noise and other performance parameters on one crate of each of the 3 calorimeters (EMEC, FCAL, HEC). These tests are scheduled for Feb-Mar, 2005.

3.3.2.1.4 Front End Board 
John Parsons (Columbia University (Nevis Laboratory))
At Nevis, we are making preparations for an accelerated lifetime measurement of the FEB. We are setting up a test stand in which we will be able to operate and monitor a number of FEBs at elevated temperature.

3.3.2.1.5 Level 1 Trigger 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Receiver Test Stand in EMF Complete (Pitt)
	31-Jan-05
	--
	31-Jan-05
	On Schedule

	Start Commissioning of Receiver System in Truck Position (Pitt)
	28-Feb-05
	--
	28-Feb-05
	On Schedule



Bill Cleland (University of Pittsburgh)
1) 9U Receiver crate at EMF.

2) Developing commissioning procedure for trigger sum path(L1)  with EM barrel on truck. This includes both hardware and software.

3.3.2.3 Maintenance 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Crate Electronics Test Stand at CERN Complete
	1-Jan-05
	--
	1-Jan-05
	On Schedule

	Long Term Burn-in of FEBs at BNL Complete
	1-Jun-05
	--
	1-Jun-05
	On Schedule


3.3.2.3.3 System Crate 
John Parsons (Columbia University (Nevis Laboratory))
Preparations of the Electronics Maintenance Facility (EMF) at CERN are continuing. The EMF will be used to receive the FEBs at CERN, prepare them for installation on the detector, and then serve as a test and maintenance facility.

3.3.3 Beam Test 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Combined Beam Test Data Taking Complete
	1-Dec-04
	--
	1-Dec-04
	Completed

	Operation of the first production FEB in a System Crate
	30-Mar-05
	--
	30-Mar-05
	On Schedule

	Long Term Stability Test of Production FEB Started
	30-Jun-05
	--
	30-Jun-05
	On Schedule


3.3.3.1 FCal Hadronic Tail Measurement 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	FCalC Electrical Cold Test (Ariz)
	20-Jan-05
	20-Jan-05
	3-Apr-05
	Delayed (See #1)

	FCal Electrical Test Bench Completed (Ariz)
	15-Mar-05
	15-Mar-05
	30-Jun-05
	Delayed (See #2)

	FCalA Electrical Cold Test (Ariz)
	20-Jun-05
	20-Jun-05
	1-Dec-05
	Delayed (See #3)


Note #1-3  This milestone is tied to the official LArG schedule.


John Rutherford (University of Arizona)
We conducted the CBT-EC2 test beam run, aka “Crack Studies”, this past summer. The goal was to scan the transition (crack) between the EMEC/HEC on the one side and the FCal on the other to determine energy losses due to dead material and leakage between the calorimeter systems and other sources of mis-measurement. We want to determine the corrections required by this data so that we can reconstruct the energy flow with the best precision possible.

The test beam run finished in October with a lot of data but not nearly as much as we had hoped because the ROD system, or perhaps the TDAQ software, never worked. We arranged to use the miniROD system with a modified FCal DAQ early in the run when it became apparent that the ROD was in trouble and used this system for the whole run.

We have submitted a request to CERN to continue this program when the beam returns to the North Area, perhaps in 2006. There are rumors that the North Area will be converted to some other use and we are hoping to preserve the H6 beam line and H1 cryostat for future use. We also hope to conduct tests in this beam line which will help identify critical areas for a future LHC luminosity upgrade.

Analysis of the CBT-EC2 data is moving ahead. Pulse shapes from the FCal are similar to what we saw in the FCal Calibration Test Beam Run in summer 2003 and we’re trying to understand the small differences.

3.4 M&O Tile

3.4 Subsystem Manager's Summary 
Larry Price (ANL)
Work during the first quarter of FY 2005 focused on:

a) Mechanical and electronic verification of barrel modules and drawers prior to installation in the pit;

b) Calibration of Extended Barrel Modules on the surface;

c) Diagnostics and repair of drawer electronics for barrel modules following installation;

d) Preparation for cosmic ray tests of the Barrel Calorimeter prior to moving to z=0;

e) Defining installation databases for Tilecal components, starting with cables and services;

f) Developing software for monitoring and cosmic ray tests;

g) Calibrating gap scintillators and planning for their commissioning.

3.4.1 TileCal - Specific Costs 

3.4.1.1 Pre-Operations 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Start of Integration Underground
	1-May-04
	1-May-04
	1-Aug-04
	Completed



Steve Errede (University of Illinois, Urbana-Champaign)
During the past 6 months the TileCal Barrel has been assembled in the ATLAS cavern. Following the assembly and before the detector commissioning, an important step is the services integration of the calorimeter. The University of Illinois role in this activity has been:

a. Implementation in TileCal of the installation database used by the Technical Coordination (Oracle application MTF). This involved the design of a structure in which we can store through a Web interface the checkout of the installation of calorimeter modules+electronics drawers as well as the results of the FE testing with charge injection and Cs. This allows indication if a TileCal module is functional based on a series of checks.

b. Defining of the procedure for QC verification for Tile services.

c. Development in collaboration with the Technical Coordination of a semi-automatic procedure to feed in the cabling database the results of the QC of the cables, the laser and optical fibers. This is a pilot project: TileCal will be the first ATLAS detector to try it and it will allow a fast and mistakes-free installation and testing of the services from the point of view of connectivity and functionality.


Joey Huston (Michigan State University)
During this time period, MSU continued making final repairs/modifications to the TileCal modules and installing light shields on the modules for the both the ITC’s and the fingers. Final installation of the condensation barrier between the central cryostat and the central barrel Tilecal modules was accomplished. The design, construction, and testing of the first MBTS counter also occurred. Most of this work was performed by our engineer Ron Richards during several trips to CERN and by students, technicians and physicists at MSU.


James Proudfoot (ANL)
An Argonne software professional visited CERN in November to develop code for DVS. He also contributed code for the DAQ system being developed for use in USA15 to read out 8 barrel drawers. ANL physicists continued to follow up on services verification.

3.4.2 Calibration & Monitoring 

3.4.2.1 Pre-Operations 
Kaushik De (University of Texas at Arlington)
Work continued on calibrating the endcap scintillators. We are upgrading the cosmic-ray test stand at UTA. Discussions were started to understand the schedule for installation and commissioning of the scintillators. We have also started participating in the ATLAS Midwest Physics Analysis group. We plan to study calorimeter performance using the SUSY data generated for Rome.

3.4.3 Tilecal System Common Costs
3.5 M&O Muon

3.5 Subsystem Manager's Summary 
Frank Taylor (MIT)
Phase 1 efforts continued in B184 at CERN to certify MDT chambers prior to their installation. Good progress was made on the Michigan and Washington chambers with 119 of 160 MDT chambers produced at these two production sites fully integrated and tested with cosmic rays. All the Michigan and Washington chambers have been shipped to CERN and all the Michigan chambers have been certified to be ready for installation – except for the two chambers damaged in the rigging accident in B180 in November. (The lesser-damaged one is fixed and studies are underway to assess the state of the more-damaged one.) A final integration and certification step (‘Phase 1.9’) will be needed when the final CSMs, B-sensors and other missing parts will be mounted and tested on the chambers. 

Similar work was conducted at the BMC chamber site to integrate and test chambers with cosmic rays. At the end of CY04 there were 61 of 80 chambers complete. Two 40 ft shipping containers, each filled with 10 BMC chambers, were shipped to CERN in December. Of the 20 chambers were the 16 EMS1 chambers that will be mounted on the BW. These chambers will be certified in B184, as all chambers are, but it is expected that they will progress through the test procedures quickly since they are essentially complete. The remaining BMC chambers will be shipped in early spring 05 when storage space at CERN becomes available, mindful to keep the Phase 1 M&O work in B184 fully loaded. 

The MDT chambers from each site required site-specific work depending on the availability of parts when the chambers were constructed – such as the addition of T-sensors and cables needed for the high rapidity middle layer chambers. Some of this work is being done during Phase 1 commissioning if parts are available, while a few steps have been relegated to Phase 1.9. 

Several additional test rigs were constructed by the Michigan group who are coordinating the MDT work in B184. These will increase Phase 1 throughput – such as three chamber handling frames that have passed CERN safety review and three gas certification systems consisting of pressure and temperature sensors connected to the PC-base DAQ system. 

Phase 1 commissioning of the CSC chambers will take place in B832 at BNL. This area was setup and operated during a series of certification tests in preparation for the X5 and H8 tests last summer. 

Phase 2 M&O work moved into the final planning stages during the first quarter of FY05. Since Phase 2 involves the same validation processes in addition to the integration of chambers with the support structures, much of the techniques and equipment used for Phase 1 will be carried over to this next phase. With 5 chambers to be mounted on each BW sector, the single chamber tester will be upgraded to test 5 chambers at once. In addition, some of the individual tests now performed on the alignment system and T-sensor system will be integrated into one test package. The Michigan group is spearheading this effort. 

The layout of the installation and Phase 2 testing areas in B180, B185 and in the LAr clean room in B180 progressed under the coordination of the Brandeis group working closely with their CERN counterparts. The large BW sector chamber installation, Phase 2 commissioning and storage is planned for B180 in an area presently taken by 3 of the BT coils. The installation and commissioning of the small sectors of the BW will take place in B185 and installation and commissioning of the EIL4 chambers is planned for B180 LAr clean room. 

Photogrametry will be used to locate chambers in the support structures following installation and will be an important task in Phase 2. A successful test of this technique was performed by the Brandeis alignment group and a resolution of approximately 100 to 150 microns was achieved. 

The schedule for delivery of the BW tooling and sector parts remains a concern and, while there has been progress, there is still no overall project plan with milestones and agreed upon dates around which the US muon group can plan. Pakistan will be supplying tooling for the BW sector construction and Russia the actual parts for the BW sectors. Progressing nicely is the work of Hatehof in Israel who have constructed the SW and performed a factory fit up in December. 

Analysis continued on the CSCs and MDT performances in the test beams of last summer. The resolution of a CSC chamber under high gamma background was measured in the X5 beam. Some degradation of the resolution was observed under high background when the tails of resolution function increased with increasing background. Studies were performed of the ‘sagitta’ resolution of the endcap MDT chamber system in H8 with alignment and temperature corrections.

3.5.1 MDT Pre-operations, Operations & Maintenance 

3.5.1.1 MDT Pre-Operations 

3.5.1.1.1 Set-up of MDT Test & Test Station 
J. Wehrley Chapman (University of Michigan)
The Phase I test station setup has many aspects, a) chamber handling, b) services installation (gas, HV, DCS, LV, and DAQ connection), c) sensor test fixtures, d) DAQ facilities.

a) Chamber Handling:

Three large chamber handling frames and rotators were built and passed safety review at CERN to handle 5 different types of Michigan chambers in Phase I.

Three gas certification systems (each system with two electronic P-sensors and 8 T-sensors, and a PC based DAQ system) were built by Michigan group and used in Phase I chamber certification in building 184 (for chambers from all sites). In addition, a He mass Spectrometer with high sensitive sniffer plus three Ar/CO2 gas detection sniftering devices were sent from Michigan to CERN used in building 184 for phase I chamber leak debuging. Four high precision mechanical pressure leak test devices were built in Michigan, and sent to CERN for Phase I chamber work.

b) Services Attachment:

LV, HV, and DAQ connections are provided via portable carts that can be moved into position near each chamber to be tested. LV and HV are derived from commercial modules. The readout package is a combination of the MiniDAQ for control and a Linux PC.

c) Sensor Fixtures:

Two RASNIK test systems based on PC (to check the in-plane alignment optical monitors) were built in Michigan with test software for Phase I chamber test. These two systems are also used for Brandeis temperature sensor readout test. The Brandeis T-sensors are installed in BMC and inner-ring chambers for the Big-Wheel.

One standard-along T-sensor test system based on PC (including readout software) was built in Michigan, and sent to CERN for Phase I chamber T-sensor test. Calibration constants are implemented in the test program.

d) DAQ Facilitiesa:

The DAQ system is composed of a VME crate, CERN TTCvi/vx modules for timing, a commercial Kvaser CANbus interface card, a CERN designed Filar for fiber readout of chamber data, a Windows based control processor, and a Linux PC data recorder.

For Phase II the Phase I system will be employed with enhancements to handle 5 chambers symultaneously and to consolidate the tests for simpler operator handling.

Phase II will include the assembly of the sector support structure, chamber extraction from protective storage boxes, rotation of the chamber to vertical, attachment of the alignment fixtures, connection of the services between individual chamber and the panel at the periphery of the sector, and testing of connectivity and performance on the structure. Provide more extensive burnin test of all electronics prior to deliver to the pit. The Linux data recorder will employ 2 Filar cards in order to provide 5 inputs (Filar cards handle 4 inputs). The Windows based control and initialization program will have to communicate with five chambers and the Linux recorder read all five. Alignment checkout will also be critical during Phase II.

One all aspects of the sector have been checked, a 2 week period is anticipate for burnin testing to eliminate faults from infant mortality of circuit elements.

For initial testing in Phase II, a 5th DAQ system will be employed. As Phase I activities subside, one of the single chamber systems will be upgraded to a 5 chamber system. This is anticipated to take place in Jun/Jul 2005 time frame. Later, in the Sep 2005 time frame a second single chamber system will be upgraded leaving us with 2 single chamber system and 3 multichamber systems.

3.5.1.1.2 Pre-Operations of MDT Chambers -Phase 1 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Finish MDT BW Pre-Operations -Phase 1
	1-Mar-05
	--
	1-Mar-05
	On Schedule (See #1)

	Start Pre-Operations MDT SW Chambers -Phase 1
	2-Mar-05
	--
	2-Mar-05
	On Schedule (See #2)


Note #1  On schedule.

Note #2  Twenty BMC chambers (16 EMS1 and 4 EI) were shipped at the end of 2004. The remainder of the EI chambers will be shipped in March 2005 when space at CERN becomes available.


J. Wehrley Chapman (University of Michigan)
Phase I operations in Building 184 includes final certification of UoM, UoW, and BMC chambers. The table below presents the state of Phase I work. All 80 UoM chambers have been certified and the few that required exchange of Mezzanine cards as a result of the faulty ASD testing a database have been completed. UoW chambers have passed the 1/2 way point and are progressing at a near optimal rate considering that they were missing many items and required extensive work including making cables. BMC chambers are expected to progress quickly since they were fully integrated (except DCS and CSM) and certified prior to shipment and require only testing.

For the continuing work, only mezzanine cards that have been certified via the Harvard ASD and Mezzanine database are used. Phase I testing includes complete entry of chamber certification data into the commissioning database. Four single chamber data acquisition systems are employed. Chamber sensors and cables are checked with individual (notebook based) computers.

Definitions of the numbers listed in Summary table:

N(total) = number of chambers to be worked or reworked at CERN in phase I

N(finished) = number of chamber that have been finished

N(this week) = number of chamber finished this week

Summary table


N(total) 
N(finished)
N(this week)

UM
80
80
0 

BMC
80
4
1

UW
80
57
3

Total
240
141
 4

3.5.1.1.3 Pre-Operations of MDT Chambers -Phase 11 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Start BW Single Sector Test
	1-Jul-04
	1-Feb-05
	1-Apr-05
	Delayed (See #1)

	Complete Engineering Design of BW Sector Station (Brandeis)
	30-Sep-04
	--
	30-Sep-04
	Completed (See #2)

	Setup BW Sector Assembly Station (Brandeis)
	15-Mar-05
	--
	15-Mar-05
	Delayed (See #3)

	Production of First BW Sector (Brandeis)
	15-Apr-05
	--
	15-Apr-05
	Delayed (See #4)

	Installation of Chamber in First BW Sector (Brandeis)
	15-Jun-05
	--
	15-Jun-05
	On Schedule (See #5)


Note #1  Delayed - by the delivery of the tooling and support structure elements.

Note #2  Completed. The engineering plans have been presented by Wellenstein and Duskin for the working areas around BW sectors. Amelung, CERN, and Bensinger, Brandeis, have completed plans for the alignment details of the operation.

Note #3  Much planning for this activity has been done - but the actual execution is dependent on the delivery of items indicated above. With the TB installation in progress, gaining access to B180 can now at least be estimated crudely and at this time 50 m2 are available, although a total of 500 m2 is needed for the BW installation station.

Note #4  This schedule is still tenable, albeit the delivery of the necessary tooling and support structure parts is still uncertain and out of US project control.

Note #5  This schedule is still tenable, albeit the delivery of the necessary tooling and support structure parts is still uncertain and out of US project control.


J. Wehrley Chapman (University of Michigan)
Pre-operations testing in Phase II has concentrated on designing the facility layout, securing all the components necessary, and planning the operational sequence. Since all chambers entering the Phase II stage need to be certified to the same specification, a Phase 1.9 is being defined for bring all chambers to the same tests level and database information entry.

Component procurement from the many sources contracted by CERN is clearly going to be the critical path activity. A list of items has been prepared with responsibility for tracking progress on each item associated with an individual in the US MDT community. Actual startup of Phase II is anticipated for March 2005.


James Bensinger (Brandeis University)
Detailed layouts for space in Blds 180 and 185 have been made. Bld 185 is available and being used for storage of the JD until our tooling for small sector assembly of the Big Wheel arrives. In Bld 180, the first TB station has been vacated and the tilt table has been delivered and is awaiting assembly. To do this we need the second TB station to be vacated.

3.5.2 CSC Pre-Operations, Operations & Maintenance 

3.5.2.1 CSC Pre-Operations 

3.5.2.1.1 Setup of CSC Staging & Test 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Start Setup of CSC Staging and Test Station (BNL)
	1-Dec-04
	--
	1-Dec-04
	Completed

	Complete Setup of CSC Staging and Test Station (BNL)
	31-Dec-04
	--
	31-Dec-04
	Completed (See #1)


Note #1  The CSC test area has been setup at B832 at BNL. This was used for the cosmic tests of the first CSC chamber prior to the X5 and H8 beam exposures of the summer of '04.

3.5.2.1.2 Pre-Operations of CSC Chambers - Phase 1 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Complete Pre-operations of CSC Chambers - Phase 1 (BNL)
	30-Jun-05
	--
	30-Jun-05
	On Schedule (See #1)


Note #1  On schedule - but dependent on receiving production ASMI and ASMII boards, as well as cooling plates and Faraday cages. Electronics, cooling and FCs will be integrated on the chambers prior to installation of chambers on the support frames.

3.5.3 Alignment System Pre-Oper.'s, Operations & Maintenance 
J. Bensinger (Brandeis Univ.)
Setup for the assembly of the wheels is progressing. We are awaiting crane removal from the clean room in Bld 180 to setup our lab. Test equipment has been designed and is either available, in the shop, or on order. Photogrammetry test were very successful.

3.5.3.1 Alignment System Pre-Operations 

3.5.3.1.1 Pre-Ops Stage Area for Alignment Parts 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Complete Engineering Design of Alignment Test Station (Brandeis)
	30-Sep-04
	--
	30-Sep-04
	Completed (See #1)

	Establish Reviewing Area for Alignment Components (Brandeis)
	15-Feb-05
	15-Feb-05
	15-Mar-05
	Delayed (See #2)

	Begin Validation of Alignment Components (Brandeis)
	15-Apr-05
	--
	15-Apr-05
	On Schedule (See #3)


Note #1  Engineering plans have been made by the Brandeis of alignment group and presented by C. Amelung. This includes an area to inspect and test components prior to their installation on the support structures and a photogrametry station, where a single chamber as well as a completed sector will be measured.

Note #2  Engineering plans have been made by the Brandeis of alignment group and presented by C. Amelung.

Note #3  Schedule tenable - and will match the installation of chambers on the first BW sector.


James Bensinger (Brandeis University)
Keys to the clean room in bld 180 have been obtained. Furniture has been located, components for the bar test stand have been ordered, components for the calibration checkers have been submitted to the Brandeis shop. When the crane is removed from the clean room we start installing all the equipment and shipping alignment components to CERN.

3.5.3.1.2 Pre-ops of Alignment Parts - Phase 1 
James Bensinger (Brandeis University)
Test of the photogrammetry for two the H8 chambers have been done. The test was successful with only minor problems that can be easily fixed. It is estimated that the measurement will take about an hour per chamber. The difficulties of doing the measurement were less than anticipated. It appears the resolution achieved was in the range 100 to 150 microns, better than anticipated.

3.5.4 Muon Endcap Common Costs 

3.5.4.2 Muon Endcap Common Costs Operations 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	MDT Operations Common Costs (MIT)
	1-Oct-03
	--
	30-Oct-04
	Completed (See #1)

	CSC-related Common Costs (MIT)
	1-Jul-04
	--
	30-Oct-04
	Completed (See #2)


Note #1  The US common costs have been paid for FY02 and FY03. The invoice for M&O(B) for FY04 for 51k CHF has been received at MIT and paid. A small adjustment will be needed for the weakening of the US$.

Note #2  CSC common costs will be paid in same invoice as MDT common costs.

3.5.5 Monitoring & Calibration 

3.5.5.2 Muon Test Beams 
Andrew Lankford (University of California, Irvine)
Eschrich, Schernau, Hawkins, and Medve traveled to CERN in late September and early October to adapt the CSC data acquisition system to operate with ATLAS-standard ROD Crate DAQ for use in the H8 Combined Test Beam run. Schernau traveled to CERN again in late October and early November to debug data taking in combined mode. One million events were recorded in a combined partition with the MDT subsystem. Test beam data was analyzed.


Frank Taylor (MIT)
The X5 and H8 beam data of the CSCs and MDT and global alignment systems were analyzed. Results will be presented during the ATLAS Muon Week in Feb. 2005.

3.6 M&O Trigger/DAQ
3.6 Subsystem Manager's Summary 
Andrew Lankford (University of California, Irvine)
Support of the Combined Test Beam (CTB) running completed in November; however, some support of data analysis of testbeam data continues. Experience from CTB running was fed back into software improvements. Hardware and software test beds are being prepared. Work was done towards optimizing HLT/DAQ code. Other maintenance of HLT code and support for integration of HLT algorithm software were provided.

3.6.1 Pre-Operations 

	Milestone
	Baseline
	Previous
	Forecast
	Status

	Begin Pre-Operations Test Beam Support
	1-Jul-04
	--
	1-May-04
	Completed (See #1)


Note #1  Preparations of the software release for the Combined Test Beam run started at the beginning of 2004. Support of detector subsystem users started around March. Support of test beam operations commenced in May. The Region-of-Interest Builder was integrated. Testing starting in August and completed in November.


Andrew Lankford (University of California, Irvine)
MSU – The RoI Builder and LVL2 Supervisor were operated in the Combined Test Beam until the end of the run in early November. Preparations of a test bench at CERN for maintaining the RoI Builder continued.

UCI – Unel worked on automating procedures for large-scale tests of HLT/DAQ software. Wheeler continued preparations for large-scale tests of HLT software and provided support to the Dubna group in setting up an Event Filter test bed.

Wisconsin – Wisconsin set up a test bed for HLT software. Wiedenmann provided support to setup of an HLT test bed in the U.K. and support to integration of HLT algorithms. Dos Anjos provided support for HLT tests in the test beam. Xu provided support to simulation and production of test beam data.

3.6.2 Operations 
Andrew Lankford (University of California, Irvine)
UCI – Unel adapted the Dataflow software to the Intel compiler, and he began porting CERN Scientific Linux for TDAQ use. Kolos continued planning the commissioning of TDAQ infrastructure. Kolos provided maintenance of the online monitoring components of the data acquisition software. Wisconsin – Dos Anjos and Wiedenmann studied compilers in order to optimize memory allocation in HLT/DAQ applications. Dos Anjos worked on synchronizing releases of HLT/DAQ and Offline software releases. Wiedenmann worked on testing procedures for the HLT repository and provided maintenance of HLT software.
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