[image: image1.wmf]
Computing and Physics PROJECT STATUS REPORT 
REPORTING PERIOD

Q1 2003
October-December 2002

Table of Contents

1.  Project Manager’s Summary (Jim Shank, Boston U./ John Huth, Harvard)
2.  WBS 2.1 Physics Manager’s Report (Ian Hinchliffe, LBL)

3.  WBS 2.2 U.S. ATLAS Software Manager’s Report (Torre Wenaus, BNL)

4.  WBS 2.3 U.S. ATLAS Facility Manager’s Report (B. Gibbard, R. Baker, BNL)
5.  WBS 2.3.2 Distributed IT Infrastructure (Rob Gardner, Indiana University)

6.  WBS 2.4 Financial Report (Chuck Butehorn, BNL)

2.  Project Manager’s Summary
 The major driving forces for our computing effort in this quarter were, once again, the ATLAS Data Challenges (DC) and demonstrations for the SuperComputing 2002 (SC02) meeting in Baltimore, November, 2002.  The ongoing DC has as its main goal the simulation production and reconstruction for studies relevant to the ATLAS High Level Trigger (HLT) Technical Design Report (TDR). Phase one of the DC was completed and preparation for phase 2 were ongoing. Phase 2 will involve simulation of pile-up in the ATLAS detector and reconstruction for the HLT TDR.  Many of the core software deliverables for this quarter were related to requirements of the HLT community. 

A summary of phase one of the ATLAS DC is shown in figure 1 below. The US delivered about 14% of the total number of events with about 8% of the total installed CPU capacity. Of that 14%, about 85% was done at BNL using standard batch tools. The remaining 15% was done on the wider US ATLAS testbed using the latest grid middleware tools from GriPhyN, iVDGL and PPDG. This was a major step toward a full scale deployment of grid middleware that will be necessary for DC 2 in January, 2004.

The SuperComputing 2002 demonstration in November was quite successful. Many new grid components were successfully deployed for the SC02 including the Magda, Grappa, the Virtual Data Toolkit (VDT) of GriphyN/iVDGL, This demo consisted of live submission  of large numbers of real ATLAS DC production jobs, registering metadata with Magda and inter-operating with European production facilities through the WorldGrid effort. 
Work continues on the LCG common project, POOL, with substantial US ATLAS participation. We are also active in a number of RTAG’s (Requirements Technical Assessment Group) as well as the “BluePrint Architecture” group which will is just spawning the LCG SEAL project. Some of our core software developers will be participating in this project. Most of US database work is concentrated around the LCG POOL project. The incorporation of POOL persistency into ATLAS software is a major deliverable for June 2003.
In the Tier 1 facilities, the major improvement is the upgraded disk storage capacity that is crucial for the final phase of DC 1, bringing the current capacity to 12 TB. Our Tier 1 cpu capacity is just barely able to provide the service we need for DC1, so will have to be upgraded by the end of this summer in order to be ready for the DC2 in Jan., 2004.
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WBS 2.1 Physics Manager’s Report (Ian Hinchliffe, LBNL)
Most effort in this period was devoted to support of the DC1 data challenge now entering its second (reconstruction) phase. The GenzModule package for the accessing of Monte Carlo Truth by reconstruction was rewritten to correctly handle the status codes being returned by atlsim. The HepMC interface to Herwig was found to be deficient; it was subsequently rewritten they HepMC author to be compliant with the preexisting atlsim structure.  Several problems in Pythia were resolved in consultation with the pythia author and a patched version released.

Isajet support moved to a new version 7.64). Changes to the Single Particle event generator were made in response to requests from test beam users.  In view of the ongoing ATLAS work devoted to the possible running during LHC heavy Ion operation, the HiJing heavy ion generator was integrated into the atlas releases starting with 5.0.0. Maintenance of this should be minimal given the slow evolution of the external code base. The phojet minimum bias generator became available in the atlas releases (approximately 1 year behind the original schedule). Integration of Photos (required for some simulations involving radiation off outgoing electron lines as, for example, in many Higgs Studies) was made available in release 5.1.0.

Work in the integration of the special purpose Partonic Monte carlos continued. Alpgen required for the correct simulation of backgrounds by the group working on top quark studies became available in release 4.6.0. AcerMC which allows for simulation of final states with additional b-quark jets and is needed for Higgs studies was also integrated.

Work on the new Athena random number service finally began. The basic service was in  release 5.1.0. This tool will eventually form the basis of all random number management. It will allow the random state of any event to be saved and greatly facilitate debugging. This service will replace the existing random number systems of the various generators before release 6.0.0.
3.  WBS 2.2 Software Manager’s Report (Torre Wenaus, BNL) 
Software project efforts in the quarter have continued to focus on infrastructure and operations development and support for Data Challenge 1 – now into its second phase. Other activities were associated with contributions the LCG project, in which US ATLAS is an important contributor to software design and development in the LCG Applications Area. The POOL persistency project of the LCG delivered its first public prototype in December, and work on its integration into ATLAS had begun by the end of the period. US ATLAS activities were well represented at SuperComputing 2002 the culmination of a large preparatory effort.
WBS 2.2.1.1, 2.2.1.2, 2.2.1.4 Framework, Architecture and Event Model 

This reporting quarter saw a continuation and expansion of the collaborative nature of our core software development efforts. Tight collaboration with LHCb on the Gaudi Kernel while new collaborative efforts in the context of the LCG project began. US developers began participating in the SEAL core libraries and services project, and the ATLAS-specific object definition language was discontinued in favor of a common approach with CMS pursued in the context of the LCG. Promising results were obtained in the first performance tests of event pile-up within the Athena framework.

Gaudi/Athena: While keeping in sync with the common Gaudi repository, several Athena specific features have been introduced: AthenaKernel is a new "interface repository" package similar to GaudiKernel. Two new Athena-specific services have been implemented: a new random number service, which allows for multiple independent random number streams, and ClassIDSvc an in-memory DB of CLID, type name pairs

Scripting: The scripting service for Gaudi/Athena is moving forward on two fronts: the binding to Gaudi objects (GaudiPython), and the UI (AthASK). The former has been completely rewritten to make use of boost.python v2.0 and to overcome bootstrap problems. To the latter were added: a prompt, optimized and broadcast builds, log files, 1-click installation, and balloon-help. Further, based on feedback from a successful demo and tutorial, the UI internals were updated to improve automation: package selection, recognizing (and handling) broken releases, and (ld)path management.

IOVSvc: IOVSvc was created to automatically read and keep updated the time dependent conditions data. We have created a fully functional prototype that uses an ASCII file base hierarchy as a database, and demonstrated it to work aligning modules in the Pixel detector.

ADL/Data Dictionary: Three working groups were set up by ATLAS software management to evaluate the status of the ADL project and its performance against a test suite of classes, to investigate the relationship with the LCG projects in this area, and revisit the physics EDM to update the requirements. This was motivated by the continuing delays in the deployment of ADL as the basis for the descriptions of the event data model. Working group results were presented and discussed in an ATLAS Computing Steering Group meeting which came to the conclusion that the ADL project should be terminated, and the alternative approach (also used by CMS) of using C++ header files for object descriptions should be adopted. The C++ header files will be parsed and their object descriptions loaded into the LGC Dictionary. Another ad hoc working group has followed up on this, the goal being to validate this strategy and have a detailed strategy and work plan in place by the time of the Detector Description and Event Data Model Workshop at the end of January 2003.

SEAL: The SEAL developers group of the LCG Applications Area started its work. The initial focus has been to define the project work plan and to design a prototype plugin manager. Massimo Marino of the US ATLAS core software team is participating in this collaborative effort among the experiments, with SEAL components targeted for eventual use in Athena.

Pileup: The first batch of memory performance studies, involving the pileup of LAr hits (the most demanding subdetector) has been completed. The results were very promising and showed how the overall scheme can be run in a reasonably sized machine. The study identified a couple of hot-spots for memory usage. This has triggered the development of ClassIDSvc and the re-engineering of DataPtr (the SG ref-counted pointer).

StoreGate/EDM support: The first version of the ProxyProvider scheme has been implemented. It allows any service that implements the IAddressProvider interface to either preload or provide upon request the address information necessary to create the data object proxies in the transient store. StoreGate has also been ported to gcc 3.2 to be ready to interoperate with the LCG Pool libraries. As usual a lot of effort has been put in improving StoreGate performance, To optimize memory and disk usage a new container of ElementLinks, ElementLinkVector, has been introduced. The StoreGate reference counted pointer (DataPtr) has been redesigned to reduce its memory footprint. The introduction of ClassIDSvc allowed to save about 400KB/store and at the same time to (fractionally) improve the CPU time needed for a StoreGate record.

WBS 2.2.1.3 Databases and Data Management 

In this reporting quarter, the U.S. ATLAS database group delivered the first release of collection services for the LHC-wide POOL project, which will provide a common persistence infrastructure for the LHC experiments.  The release supports creation of and iteration over explicit collections instantiated in a relational database, with references pointing to data residing in a ROOT-file-based storage layer. Collections are queryable and filterable via SQL queries on associated metadata.  The work was included in the POOL end-of-year release 0.3.0.  

The U.S. group also assumed responsibility for management of MySQL and mysql++ packages for the POOL project, as well as for configuring and managing MySQL servers for both ATLAS and LCG.  The group introduced support in MySQL for X.509 certificates and tested connectivity with DOE grid certificates, important initial steps toward supporting grid-based access to MySQL databases for LHC. 

At an October database workshop in Orsay, the U.S. team organized (and now leads) a small group of people with MySQL database administration experience, charged with identifying long-term requirements and near-term strategies for deployment of relational database services for LHC.  An outcome of this effort was a proposal for a multi-tier deployment model, presented to an LHC-wide audience at CERN in November.

Work was begun on an Athena conversion service based upon the December POOL release, and on extensions to the NOVA conversion service to allow access by means of interval-of-validity services.  This work is scheduled to be incorporated into ATLAS software releases early in the next reporting quarter. 

The U.S. group provided support for AthenaROOT-based persistence, and for the NOVA database infrastructure that provides access to the primary numbers that parameterize the ATLAS geometry, updating the database to support additional muon geometry data.  Infrastructure to integrate schema creation for the primary numbers database with builds of ATLAS software releases was developed jointly by the Orsay and U.S. groups. 

Dependencies upon the commercial database product Objectivity/DB were removed from ATLAS software releases in this reporting quarter, as an orderly transition from Objectivity/DB to POOL as the ATLAS baseline persistence technology continued.

While virtual data concepts had been prototyped by the U.S. database group in earlier reporting periods, this quarter marked the first time that prototyping could be done based upon an official release of Chimera from the U.S. grid project known as GriPhyN.  Several proof-of-principle tests were run; Virtual Data Language (VDL) files and test results were provided as feedback to GriPhyN developers. Virtual data catalog prototyping by the ATLAS database group was cited in the ATLAS-wide newsletter

http://aenews.cern.ch/aenews.php?issueno=200209.

In addition to supporting ATLAS Data Challenge 1 production, the U.S. group delivered infrastructure and support for demonstrations at the Supercomputing 2002 conference in Baltimore, including demonstrations of EDG and U.S. grid interoperability, of virtual data, and of portal-based (GRAPPA) job submission and monitoring. 

A prototype code using an embedded MySQL server was developed jointly with W. Seligman (Nevis) for use in standalone liquid argon Geant4 simulations.  The embedded server allows one to run the simulation on a laptop, or, in general, on a machine that may be isolated from networked database servers. 

A meeting was organized at CERN in December to discuss coordination of database activities between online, offline, and ATLAS Technical Coordination. A workshop along these lines, with a principal focus on conditions and other time-varying data, will be held at CERN in February 2003.

WBS 2.2.1.10 Distributed Data Management and Processing Software  

As in the last quarter the usage of Magda in the US Atlas testbed DC1 production was continuously supported. Magda itself has been improved as more feedback from the testbed developers came in. Magda was used to transfer files between BNL HPSS and CERN Castor. Also, for the first time, physicists from the Physics Working Groups used Magda for physics analysis. They ran Magda to move the DC1 data files around the net in their analysis activities and gave very interesting feedback.

As part of the US Atlas grid testbed demo in the SuperComputing 2002 conference. Magda was presented as an integral part of the US Atlas testbed. Presentations were made demonstrating Magda’s distributed data management architecture, how it has been used in ATLAS DC1 production, and achievements and near term plan. See http://www.atlasgrid.bnl.gov/magdademo/ for further information.

The command line tool 'magda_putfile' has been further developed during this period. It was extended to manage the files distributed on each node of linux farms. It was extended to work with the files on Lyon HPSS for the ATLAS data challenge. That is the third mass storage which Magda now manages. It was extended to support third-party transfer with the BNL HPSS, where both source and destination can be on BNL HPSS. Also a new feature was added to cache and defer HPSS transfers when HPSS is down. This feature was found to be very useful and added flexibility to the US Atlas testbed production.

The 'magda_getfile' tool has one more parameter called 'usagehour'. When putting a file to a disk cache the user can specify how many hours he expects this file to be on the cache. After that another cron script will delete the file.

A basic authentication mechanism was developed for the users of the web interface. Normally the Magda web pages are for viewing and querying file information. With the web forms, users could obtain an account for using the web interface, login as members to do editing, modify their profiles and logout. More edit functionalities (edit replication tasks, location, site and host) will be developed as the next step.

A Magda user guide is in preparation. It is intended to be a complete reference. See http://www.atlasgrid.bnl.gov/magdadoc/userguide.htm
A new Magda server was setup for the NCG group of Stony Brook for the Phenix experiment.

WBS 2.2.2 Simulation and Reconstruction Software 

The ATLAS detector simulation was further supported during Data Challenge 1. The virtual data catalogue (VDC) database deployed in the context of the ATLAS  Data Challenges has being used successfully for event generation and detector simulation.

The VDC based production system using Magda for data access and PACMAN for software distribution was used to produce about 100 datasets of fully simulated events in the second phase of DC1.

ATLSIM has been upgraded to provide the functionality to run complete simulations of the ATLAS pileup including correlated backgrounds in the calorimeter and in the muon system:

· optimised pileup procedure implemented allowing up to > 1k events to be added on a single physics event (in a few seconds of CPU) important for calorimeter and muon pileup

· a procedure for a detailed cavern background simulation has been developed.

WBS 2.2.4 Software Support and QA/QC 

The newly established ATLAS software infrastructure and testing (SIT) team actively worked on software release management, quality assurance and testing, and software compliance with coding standards in this quarter. On SIT request, the U.S. ATLAS Librarian, Alex Undrus, provided a script that creates a web page with stable release build and tests results (similar to existing web pages of nightly builds summaries).

The ATLAS nightly build facilities at CERN and BNL were monitored and improved. The production chain testing is incorporated in the nightly builds. In these tests the single particle events are simulated and reconstructed and then the detector response is compared with the expected one. The production chain test results are reflected in a special section of build summary web pages.

An ongoing program of incorporating greater QA in the automated build system continued. The integrated tests that were previously described in the nightlies scripts were moved to a dedicated package (TestRelease) in the Atlas Software tree. The SIT group worked on organization of individual tests for ATLAS software packages with active U.S. participation.  It was decided to create a dedicated package (AtlasTest) for core software tests. The decision on organization of non core packages tests and component tests is expected soon.

New ATLAS software was promptly installed at the BNL Tier I Center, usually in one to three days after CERN installation. The BNL software support page is updated in a timely way. .

The U.S. Atlas MySQL database, web server, and cvs pserver were maintained and administered and their services were actively used by the U.S. Atlas community.

Milestones and deliverables in this quarter
WBS 2.2.1.2 

· Reengineered ProxyProvider complete (Nov) – milestone met

· Results from pile-up performance studies (Jan) – first good results from LAr

· ByteStream converters in place (Dec) – complete except for muon system

· Interval of validity service fully functional (Jan) – pending

WBS 2.2.1.3

· Delivery of LCG POOL collection service prototype (Dec) – milestone met

· Retirement of Objectivity/DB from releases (Jan) – milestone met

· Interval of validity database connection to Athena (Jan) – pending

WBS 2.2.1.10

· Production application of Magda in DC1 phase 2 (Nov) – milestone met

WBS 2.2.4

· Migration of Athena and systems tests from nightly scripts to test packages (Dec) – milestone met

· Incorporation of production chain testing into standard test suite (Dec) – milestone met

Forthcoming milestones and deliverables

WBS 2.2.1.2

· GMASvc (Grid Monitoring Architecture Service)  integrated into Athena (Mar 03)

· Multi-Threaded Athena (Mar 03)

· CMT support for static builds (Mar 03)

· ClassID Service and tools to manage handling of Class Ids (Feb 03)

· Monte Carlo truth association class (TruthAssociation) (Feb 03)

· LCG Data Dictionary integration into Athena (Mar 03) 
WBS 2.2.1.3

· Athena conversion service prototype based upon POOL Release 0.3.0 (Feb)

· Extensions to NOVA to support interval-of-validity services (Feb)

· Explicit collections instantiated in ROOT, and higher-level collection services (Mar)

· ATLAS workshop on conditions and other time-varying data (Feb)

WBS 2.2.1.10

· Completion of Magda User Guide (Mar)

WBS 2.2.4

· Provide the NICOS nightly control system for LCG automated builds (a generalized version of the ATLAS tool) – Apr 2003

· Build ATLAS software on RH7.3/gcc 3.2 in support of POOL integration – Jan 2003

4.  WBS 2.3 US ATLAS Facility Manager’s Report (B. Gibbard, R. Baker, BNL)
Introduction

During the first quarter of FY ’03, facility staffing was maintained at the level of 4.5 FTE on project plus an additional 0.5 FTE for ATLAS Grid support funded via PPDG.  This is the staffing level that has been the baseline plan since November 2001 and represents no change from the FY ’02 staffing level.  In October, a major expansion of the disk storage system was brought online, completing the facility configuration required for Data Challenge 1 Phase 2 which began during the quarter.

WBS 2.3.1 Tier 1 Computing Facility at Brookhaven National Laboratory

WBS 2.3.1.1 Hardware

During the fourth quarter of FY’02, hardware was purchased to expand the disk storage system from 1.6 TB to 12 TB and add a high performance dedicated file server.  This hardware was brought online during October and has been in production since then.

A new tape drive for the HPSS tape storage system was purchased and deployed during the quarter.  This tape drive triples the available I/O bandwidth and also triples the data density on the tapes.

The level of effort directed to WBS 2.3.2.1.1 during this quarter was constant at 1.6 FTE.

WBS 2.3.1.2 Tier 1 Facility Software

Three significant software upgrades to the facility initiated during the first quarter of FY’03.  Most importantly, a new Kerberos 5 based single sign-on authentication system was configured and deployed.  A new Fortran-90 compiler license was purchased to support ATLAS software development, and a new debugger from TotalView was installed.

During the quarter, continuing maintenance and upgrade work went into the major commercial products used in the facility including HPSS, AFS, LSF and Veritas.  Much of the effort for this is accounted for under WBS 2.3.1.2.  The level of effort for WBS 2.3.1.2 was at the planned 1.2 FTE during the quarter.

WBS 2.3.1.3 Tier 1 Facility Administration and Support

Management efforts were focused on planning for the upcoming ATLAS data challenges and attempting to understand and cope with the new Grid Deployment Board (GDB) of the LCG project.  The GDB is responsible for planning the deployment of the LHC test bed, and decisions of the GDB will have significant impact on the Tier 1 facility.  Despite this fact, the US Tier 1 facility has only indirect representation on the GDB and it is far from clear that the GDB is affected by US input.

Together with international ATLAS management, a plan to support HLT data analysis during the first half of 2003 was developed.  This will require storage of 5 to 10 TB of HLT data at the US Tier 1 facility and will bring approximately 20 new active users to the facility.  This is seen as a good test of the facility in a more realistic “chaotic analysis” environment.

The level of effort for WBS 2.3.1.3 was 1.7 FTE, which includes Tier 1 Facility management and planning, oversight of the full US ATLAS facilities effort and also Tier 1 operation and monitoring support.

Summary of Major Milestones and Deliverables
This quarter saw completion of two milestones (US ATLAS Online Storage System Upgrade and US ATLAS Tertiary Storage System Upgrade). These deliverables were originally scheduled for completion in the fourth quarter of FY ’01, but the funding for the required hardware was not available until August 2002.  This completed all of the components of the facility required for Data Challenge 1, a major project milestone.

WBS 2.3.1.1.3 

· US ATLAS Online Storage System Prototype Upgrade (Scheduled for completion 10/1/2001, actual completion 10/31/2002)  Hardware procured during Q4 FY ’02.  Integration completed in October, 2002.

WBS 2.3.1.1.4
· US ATLAS Tertiary Storage System Prototype Upgrade (Scheduled for completion 10/1/2001, expected completion 10/31/2002)  Hardware procured and  integration completed in October, 2002.
Forthcoming Milestones and Deliverables

In addition to the Storage System upgrades, the processor farm was scheduled for upgrade in the fourth quarter of FY ’01.  Based on reduced available funding, not all of the milestones could be achieved.  The current Tier 1 facility configuration is the result of optimizing the use available funding to satisfy the short term objectives of Data Challenge 1.  The storage systems were deemed to be more critical facility components than CPU because a shortage of CPU can be made up with contributions from borrowed resources whereas long term storage can not be achieved with borrowed space.  The remaining facility milestones need to be reevaluated based on the delayed 2007 LHC start up.  We plan to update the list of milestones and schedule during the second quarter of FY’03.

5.  WBS 2.3.2 Distributed IT Infrastructure (Rob Gardner, Indiana University)
Computing for U.S. ATLAS will rely on a distributed information technology infrastructure, which includes distributed computing resources and data stores interconnected by high-speed networks.   Grid middleware systems will be deployed to utilize these resources efficiently.  The Distributed IT Infrastructure subproject, WBS 2.3.2, is organized to meet these requirements for US ATLAS.  R. Gardner is the project manager for WBS 2.3.2, and reports to R. Baker/B. Gibbard, the Facility Project Managers.  The subproject homepage is:

http://www.usatlas.bnl.gov/computing/mgmt/dit/
WBS 2.3.2.1, 2.3.2.2  ATLAS Requirements and Grid Architecture

WBS 2.3.2.3  Integration of Grid Software (Grid submission development, Dan Engh, University of Chicago)

Work focused around preparations for SC2002, development of the Grappa portal for Athena-Grid interfaces.  This work partioned to:

1. Training and development of more advanced java and jython programming to implement results visualization features into Grappa

a. Rewrote Java CoG toolkit I/O wrapper functions

b. Modified web windowing features

c. Learned XCAT since portal development to modify XCATSP structure to add servlets and appearance changes.

2. Abstracted LD_LIBRARY_PATH to a grid level.  Grappa intelligently instantiates this information local to the executable. 

a. Rewrote Jython I/O to separate concept of Libraries, executables, and parameters in Grappa forms.

b. Streamlined compute system requirements to a single library tarfile.

c. Made much more robust file cleanup feature.

3. Worked with PPDG team at Argonne (Jerry Gieraltowski) to integrate his EDG JDL modifications.

4. Preliminary incorporation of chimera into grappa.

a. Included Java classes

b. Feasibility tests to implement system calls to bash wrapper scripts. (Decided this was too difficult to do on timescale required.)

c. Looked at jython wrapper functions needed to do chimera.

5. Grid site prepararation for ATLAS job execution.

a. Maintaining pacman cache for ATLFAST libraries.

b. Getting certificates and working areas configured.

c. Testing of Globus job options to prevent crashing low-mem machines.

6. IU Pacman cache maintenance

a. ATLFAST libraries

b. Grappa portal engine package

7.  Attempts were made to run and incorporate into the portal submission framework ATLSIM as packaged by the Brookhaven production team.  This proved to be a difficult mess to untangle.   There were a number of complex dependencies (ftp/vdc/web calls) with little documentation. 

8. Participated in IST2002/WorldGrid and SC2002/ATLAS conferences and performed live Grid job submissions, managed persistent production, etc.

9.  Designed, implemented, tested JDBC feature into Grappa to access SQL data bases.

10. Implemented Chimera/ATLFAST demonstration. This involved:

a. Chimera installation basic configuration.

b. Writing transformations to do joboptions configuration, kumac generation.  

11. Defined workflows and derivations for an ATLSIM production feasiblity study.

12. Pacmanized Chimera for the US ATLAS testbed configuration.

13. Pacmanized ATLFAST Chimera configuration

14. Debugged initial implementations.

15. Worked with University of Chicago Chimera team to get RLS (Replica Location Service)  and atlfast configuration incorporated into VDT.

16. Executed Chimera – Athena tests executing ATLFAST type jobs for high level data analysis.

WBS 2.3.2.3.4  Grid Monitoring

This effort is being led by Dantong Yu of Brookhaven National Laboratory. Initial steps in organizing a monitoring effort were taken during this period. U.S. ATLAS  participates in the joint PPDG/GriPhyN effort for Grid monitoring. Use cases and requirements for a cross-experiment testbed were developed and collected.  

A Grid-level monitoring program based on the Ganglia cluster monitoring package, was developed for demonstration purposes at SC2002 and IST2002.  This package was deployed on the US ATLAS testbed.   The work was done by the University of Chicago GriPhyN and iVDGL groups.

WBS 2.3.2.4  Testbeds

The U.S. ATLAS Grid Testbed is a collaboration of ATLAS U.S. institutions that have agreed to provide hardware, software, installation support and management of collection of Linux based servers interconnected by the various U.S. production networks. 

New testbed participants: During this period the University of Chicago has joined the testbed by providing a small, 4 node grid cluster.  In addition, the University of New Mexico group has installed VDT and is beginning to participate in the tests, as has Southern Methodist University.

Infrastructure Development and Deployment

Much work was done to improve the Pacman metapackaging tool, and to automate the installation and post-installation of VDT.  This work was done by the iVDGL ATLAS effort and resulted in much improved VDT version being installed on the testbed.

WBS 2.3.2.5  Wide Area Network Integration

The networking project continues under the direction of Shawn McKee, the US ATLAS networking project manager.   Collaborative work with the broader networking community is the approach US ATLAS is taking, and Shawn is play a leading role as co-chair of the Internet2 HENP Networking group.

HENP Internet2 Meeting Oct 27-29 (http://www.internet2.edu/henp)

The HENP meeting covered ongoing efforts in the End-to-End piPES project, reports from two of our goal organizers and a report on Tsunami, a hybrid TCP/UDP protocol designed to utilize high bandwidth links with large roundtrip times.  A large number of astronomers attended the meeting and our next HENP meeting (Feb 1, Miami) will focus

on finding ways to get physicists and astronomers to collaborate on planning for and using high performance networks.

Three of the US ATLAS testbed sites have also received IXIA gigabit network testing chassis: 1 at UTA, 1 at Oklahoma and 2 at Michigan. Planning for intersite testing of WAN networks is under discussion.  The testing chassis are capable of delivering programmable, wire-speed traffic loads for gigabit networks and maintain accurate statistics of sent and received packets.  The chassis list for $25K if purchased new.

WBS 2.3.2.7, 2.3.2.8  Prototype Tier 2 Centers

For the fourth quarter of 2002, IU focused its effort into three areas:

1. Support of the IU Tier 2 center
2. Support of the the Atlas / WorldGRID demonstration at the Supercomputing Conference.
3. Development the iVDGL Operations Center (iGOC).

 We did a large amount of work for the IU prototype tier 2 center. A new half-time system administrator, Larry Meehan, was supplied by Indiana University. Meehan is supported by Indiana University as an in-kind contribution to the iVDGL and ATLAS. The WorldGRID software was installed on the Tier 2 center by Meehan and Leigh Grundhoefer who is a Senior Grid Technologist with the iGOC. In the process of testing the WorldGRID software, it was decided to upgrade the network hardware and memory on the Tier 2 Center computers to allow the Tier 2 center to operate more reliably while being used for the ATLAS supercomputing conference demonstration.

We provided considerable support to the development of the ATLAS Supercomputing conference demonstration and the development of WorldGRID. This effort was headed by Leigh Grundhoefer, who started on October 1 as a senior grid technologist. Currently Grundhoefer is supported 75% by iVDGL and 25% by Indiana University. Grundhoefer spent considerable time testing and debugging the WorldGRID installation procedure. Grundhoefer also maintained web pages that documented how to install the WorldGRID software. We participated in numerous phone conferences about setting up and debugging the Supercomputing conference demonstration in the weeks leading before the conference. In addition Grundhoefer went to a week-long meeting at FNAL where the

supercomputing demonstration and the WorldGRID software were finalized.

We also worked on setting up and defining what a grid operations center is. Grundhoefer was hire primarily to fill that role. In addition to her work on WorldGRID, Grundhoefer has been studying virtual organization (VO) management as part of the IU work on grid operations. Additionally Grundhoefer has been looking into how the GRID operations center can determine if the grid is operating normally and how operations center can detect problems with GRID. 

Grundhoefer and Luehring attended the Trillium meeting at Marina Del Rey and

interacted with community on GRID operations issues.

2.3.2.8  Boston University Prototype Tier-2 center

        Preparations for the IST2002 and SC2002 demonstrations were initiated with an intense “demo week” at Fermilab.  Youssef participated in this and, with Rob Gardner, proposed “WorldGrid”: a joint US/EU interoperable grid.  Youssef and Gardner also proposed “ScienceGrid” – a joint installation of applications from Atlas, CMS and the Sloan Digital Sky Survey.  Youssef participated in the intense effort required to construct and test this grid on many US and EU sites ( http://www.ivdgl.org/demo/worldgrid/ ).

        Youssef lead the Atlas team preparing the “Atlas grid computing” exhibition at the Supercomputing 2002 conference in Baltimore (November 2002) ( http://atlasgrid.bu.edu/atlasgrid/atlas/sc2002/Presentation2_files/slide0001.htm ): Jason Smith, Dantong Yu, Wensheng Deng, Dan Engh and Jerry Geraltowski.  Preparations included preparing and testing software, designing our quadrant of the BNL booth, acquiring and transporting hardware to Baltimore, design and preparation of posters, talks, flash animations, handouts and web sites for the demonstration, coordination with the other BNL booth exhibitors, coordination with the live US and EU WorldGrid sites.  Our exhibit was a live demonstration of Atlas production computing applications on “WorldGrid” an entire US/EU joint grid constructed for the purpose of this (and the IST2002) demonstration [ http://www.ivdgl.org/demo/worldgrid/ ].  Youssef attended the conference and lead the team making the presentations during the week of the conference.

       Also in this period, Alain Roy of Wisconsin and Saul Youssef worked together to improve the automated distribution and installation of the VDT using Pacman.  This period also saw upgrades of the Pacman software by Youssef, also in collaboration with Alain Roy.  

      Preparations were made both for production DC1P2 running at BU and as part of the process of building up Boston as one of the Atlas Tier 2 institutions.  During this period, a 64 CPU Linux farm was prepared and used for Atlas DC1P2 production running.  This facility was used extensively both for DC1 production and by the Chimera group for Monte Carlo simulation needed by the Atlas SUSY group.

      Youssef also spent part of December helping to plan, document and propose to iVDGL a continuing role for WorldGrid as the main vehicle to achieve iVDGL’s mission of constructing an international grid laboratory.
      Youssef lead the upgrade of the Atlas testbed to the new VDT 1.1.5 as part of preparations for DC1P2 productions lead by the UTA group.   He prepared a Pacman package “BU:DC1simul” for the DC1P2 production setup using the Grat tools.  

6.  Financial Report (Chuck Butehorn, BNL)

Financial Summary  

The total amount of funding for the US ATLAS Computing Program is expected to reach $11,044,000 dollars during Fiscal Year 2003.  The Project is supported by two funding agencies.

DOE program funding includes allocations from Fiscal Year 2000 through 2003, in the amount of $6,945,000, with $1,447,000 pending. 

NSF funding is based on:

· Contracts issued under an existing NSF Grant for LHC Computing ($1,920,000) with Columbia University and some of the funding is also from the NSF ‘ATLAS Research Program’ award. Total funds disbursed through December 31, 2002 have totaled $1,827,000. (See Table 3 for details). There are $575,000 NSF funds pending. 

· NSF Grant with University of Chicago ($250,000) to support US ATLAS Computing efforts.

Appendix Table 1:  The details of the reported costs and reported obligations.

Appendix Table 2:  Summary of Agency funding Profile

Appendix Table 3:  Summary of Allocation of Funding to Institutions
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Figure 1. Contributions of the US ATLAS facilities in 2002 toward the overall Data Challenge one production for ATLAS.
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