U.S. ATLAS CAP Review
18-19 December 2006

Responses to Recommendations Made at Previous Reviews
1. Change Control (2.1): Refine triggers for change control and use the process!

We have refined the triggers for change control that are specified in the Research Program Management Plan to include any new hire that is not a replacement for an existing person in software or one of the planned for facilities. Five cases have arisen since the Jan. 06 review:

  1.  ROOT expert new hire ( $150k)
The ATLAS software dependency on ROOT is increasing and we have suffered from lack of expertise, so we propose adding a new hire to work with the core software team. 
  2. Panda production re-direction ==> new production shifter ( $70k)
PanDA production has suffered from lack of expertise in MYSQL databases. We propose moving one FTE from PanDA production to MYSQL DBA. This necessitates a new hire for production.
  3. Graphics effort with the  geometry model team. ( $100k)
Many of the US subsystem software developers need event display graphics for debugging. This has been known for a long time, our work in the ATLAS geometry model has led to a useful system that can be expanded to be a good event display. We propose enhancing the geo. Model team by 1 FTE to fully develop this.
  4. ASC support people at the 3 sites (move from management reserve to

priority funding) ($375k)
As we move into an operation phase of the experiment, US ATLAS physicists are calling for support to get their physics results. We propose to put into place our planned 3 FTE’s, one at each Analysis Support Center.  
  5. Redirection: D. Adams from distributed software to muon/validation

Following a full review of the PanDA project, we decide to drop the DIAL distributed access development. In addition, there is a serious need for overall ATLAS software validation and in particular muon subsystem validation. So we propose moving 1 FTE from DIAL to validation..
2. Management Reserve (2.2):
a. Change the Tier 1 budget plan to correctly show the anticipated overhead rate for operating projects, at least for FY2007 and beyond, and also for FY2006 if negotiations don’t produce an agreement for a continued exception as a construction project.
The revised Facilities budget shown in the Feb., 2006 DOE/NSF review had the new overhead structure and power costs. This has been revised and now has the complete costs for operating at BNL and will be discussed in detail at the upcoming (Dec., 2006) review:

	Projected Tier 1 Cost Profile (@ Year k$)

	 
	 
	 
	 
	 
	 
	 

	($ Items below include overheads)
	2006
	2007
	2008
	2009
	2010
	2011

	On Project Staff Level (FTE's)
	            15 
	            20 
	            20 
	            20 
	            20 
	            20 

	Labor (Fully loaded salaries)
	      1,960 
	      2,892 
	      3,855 
	      4,048 
	      4,250 
	      4,463 

	MST (travel, maint, licen, etc)
	         588 
	         927 
	      1,220 
	      1,394 
	      1,833 
	      1,552 

	Facility Space & Power
	         156 
	         248 
	         356 
	         469 
	         562 
	         598 

	Capital Equipment
	      1,314 
	      2,228 
	      3,762 
	      3,902 
	      4,989 
	      3,124 

	Total
	      4,018 
	      6,295 
	      9,193 
	      9,813 
	   11,634 
	      9,736 


b. Produce a budget plan in which the management reserve is not used to balance a budget deficit.  Clearly identify which tasks or procurements are not within the funded scope, and will be funded out of the management fund should those funds not be consumed by other unexpected expenses.

Starting shortly after the Jan. CAP review, we included explicit management reserve in our budget profiles. This was first shown at the DOE/NSF review of LHC S&C in Feb., 2006 and included here:


[image: image1]Rows labeled “sw mr” and “T1 mr” are the components of the budget which would be funded out of Management Reserve. This profile is being updated now for presentation at the next CAP review in Dec. 2006. 
3. Computing System Commissioning (3.3): Review the schedule of milestones, and ensure that sufficiently large scale testing is included to reveal any hidden scaling and/or integration problems.
The detailed schedule for the CSC is available here:

https://twiki.cern.ch/twiki/bin/view/Atlas/ComputingSystemCommissioning
This has many detailed milestones as shown in the excerpt below. Among these are scaling tests like producing 16M events/week distributed worldwide.
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4. Tier 1 & Tier 2 (4.1):
a. While the deployment of the grid interfaces and a large-scale dCache is encouraging, the scale at which both of these components have been stressed remains relatively modest. The system has been demonstrated at approximately 10TB per day for write access and 5TB for read access. We recommend the facility teams at all centers perform stress tests of the storage system that allow them to demonstrate an achievable ramp of improving performance with milestones. The operations ramp should guide the facility from the current situation to the requirements of the ATLAS computing model at the start of operations.

After initial interest expressed by virtually all of the US ATLAS Tier 2’s in dCache some of them have followed alternate approaches to using low cost distributed disk in Storage Elements.  While instances of dCache have been deployed at Chicago and Michigan, the primary large scale installation within US ATLAS is that at the Tier 1 which is currently at 300 TB and will soon be expanded to approximately of 450 TB.  Significant work has been done measuring the limitations of this current deployment and a undertaking a program to further optimize it.  This is being done to determining at what scale it is best to partition the system into multiple independent systems rather than continuing to optimize the performance of a single large system.

With a very well behaved load, no mix reading and writing on a single disk subsystem, no pathologically small files, etc. on a continuously monitored and tuned system, rates at the 250 MB/sec are achieved for extended periods.  These are the conditions of the system when run in a dedicated fashion for Service Challenge throughput phases.   For a much more chaotic load, some Service Challenge, some normal production usage and significant uncontrolled use by general users, on a system with fixed tuning and only routine monitoring, rates at the 120 MB/sec level are achieved for extend periods.  This is the normal load and operating condition of the current deployment.
As one might expect limitations of two types are encountered.  There are data transfer rate limitations and there are transaction rate limitations.  To achieve improved data transfer rates upgrading/tuning of the kernel, SCSI driver, disk system, and volume manager are being performed, the write pool disk hardware is being upgraded, dCache is being upgraded to version 1.7.0 and the number of write pool nodes increased.  To achieve higher transaction rates Postgres, the current underlying database for both PNFS and SRM, is being tuned, it hardware upgraded and care is being taken to maintain a garbage free SRM log.

The intent is to achieve these improvements and measure the performance in the next couple of months.  At that point given the scale and character of the various needs the number and details of the various dCache instances needed will be determined.
b. The same recommendation for stress tests is made for the grid interfaces. The Tier-1 center has used 100 CPUs through the grid interfaces on average over the last year. The vast majority of the computing resources have been given to local users. Given the number of jobs expected to be submitted through executors like PanDA, it seems prudent to exercise the grid interfaces at a high level looking for scaling and reliability issues.
A large fraction of the testing of dCache as described in part a. above is in fact via the Grid interfaces.  It should be kept in mind that in the US ATLAS computing model the Tier 1 is not a primary location for performing chaotic individual analyses.  It primary data handling functions are serving data via the WAN to Tier 2’s, other Tier 1’s, to a lesser extent Tier 3 / individuals  and for the local programmatic processing of the ESD.  While at this time a significant fraction of the resource is being directed to individual analyses this is a function intended to be more fully focused at the Tier 2’s as the Tier 1 responsibility for the reconstruction of raw data and programmatic passes through the ESD begins to dominate Tier 1 resources.
i. The US-ATLAS Tier-1 appears to be reaping many benefits from the co-location with the RHIC Computing Facility (RCF). This is a very positive situation and a concrete demonstration of the economy of scale when deploying computing at existing facilities. The Tier-1 center is enjoying mass storage support through the core program, but there is support in other areas as well. We encourage US-ATLAS to do a careful accounting of the resources available through the core program. The purpose of this is to demonstrate to the funding agencies the benefits enjoyed at BNL and to quantify the risk if the RCF suffered a significant cut.
This year the Tier 1 has in fact procured and now operates its own Mass Storage System.  As the sizes of the two facilities, RHIC and ATLAS Tier 1, reach comparable sizes the synergistic benefit is more symmetric.  While there continue to be situations in which equipment loaded from one project to the other to bridge particular problems and joint procurements are done presumably realizing better pricing, the primary savings is in personnel. Efforts to quantify this in the past have indicated that savings at the level of
~6 out of 26 FTE’s are expected to be realized for both projects at as full staffing levels are reached.
ii. In addition to effort and expertise from the core program, the Tier-1 center currently enjoys a very favorable overhead rate as a construction project. As the project moves to operations this rate will transition to the normal BNL overhead rate and the effort cost will increase by approximately 30%. The current Tier-1 effort for operation is calculated based on the favorable rate and we recommend for the out years that the effort cost be recalculated with the expected overhead rate. 

Actually at the time of the last CAP review the Tier 1 was calculating on the basis of standard not favorable rates even in the near term resulting in over estimating near term costs.  This has now been corrected.

iii. There is an issue to consider with regard to facility planning. Currently the ATLAS predictions for simulation and reconstruction are several factors above the nominal values outlined in the computing model document and the computing resource predictions.
This is an issue that must be dealt with at the ATLAS level.  With US ATLAS only representing 20-24% of the ATLAS computing resource there is no practical way to address such an issue assign from trying to influence International ATLAS decision making.

c. US-ATLAS should do some contingency planning if the optimization of reconstruction and simulation do not yield sufficiently fast applications. The impact on the facility infrastructure and the and overall computing capacity should be considered. The current US-ATLAS plan calls for deploying the computing resources needed in 2008 using the FY08 budget. Given the large increase in computing capacity between 2007and 2008, roughly a factor of three in both CPU and disk resources, and the fact that sites rarely have fiscal authority to spend on the first day of the calendar year; there is the potential for slipping the deployment of properly commissioned resources early in 2008.
In so far as the new International ATLAS capacity profile shows and even greater capacity jump in 2008 relative to 2007, the current US ATLAS Tier 1 plan calls for taking a somewhat larger step in 2007 so that it is approximately a geometric mean between 2006 and 2008.  This is done to allow a more conservative scaling experience.  As to funding availability relative to when resources are actually needed.  Since in the US funding generally is supposed to be available in October of the preceding year and the resources are general not expected to be required before April, one might expect this to work out satisfactorily.  However when there is a continuing resolution as seems to more and more often be the case there is clear a serious problem which does not seem to be addressable by any general solution.
d. We recommend US_ATLAS develop a plan and schedule for the deployment in 2008 with a realistic timeline for procurement and commissioning. 
This is an activity which is underway in the context of LCG planning and DOE funding considerations.                
5. Grids (4.2): ATLAS should pursue a success-oriented approach to participation in OSG management.
We currently have 4 US ATLAS managers in the OSG management. Howard Gordon and Jim Shank are on the OSG Council. Rob Gardner and Torre Wenaus are on the OSG Executive Team. Rob Gardner leads the OSG Integration test bed effort and Torre co-leads the OSG workload Management group.
6. In Feb. 2006, the DOE/NSF LHC Program Office conducted a review of ATLAS and CMS computing.  The following recommendations were made to ATLAS  in the closeout report received in April2006::

7. Management (2):

i. • ATLAS should continue to refine its computing model, and optimize its

ii. performance and resources.

iii. • The implementation of the plan for support of user analysis must be adapted to the present U.S. ATLAS S&C budget guidelines.

iv. • The contention over the U.S. ATLAS management reserve is an internal matter that should be resolved accordingly.

v. • U.S. ATLAS should encourage international ATLAS to define a plan for the complete cosmic-ray run that would exercise the trigger, data acquisition, and software reconstruction chain.

vi. • The size and composition of the Resource Allocation Committee should be optimized as experience accrues.

vii. • The U.S. ATLAS collaboration should remain open to new collaborators; however, ATLAS should continue to develop a strategy that does not compromise the success of the project due to insufficient computing resources.

viii. • Since the collaboration is likely to grow, U.S. ATLAS should continuously assess the physics priorities and the corresponding computing needs, to pursue other funding opportunities and to work with the funding agencies to obtain adequate resources.

ix. • U.S. ATLAS should work with U.S. CMS to clarify the reasons for the

x. differences in their respective computing requirements in order to minimize any impact in overall US LHC physics. Management should also address the questions posed to the collaborations by the LHCC.

8. Facilities and Grids (3):
i. • Further efforts be undertaken to define the relationship and responsibilities of physicists at the Tier-2 centers and those at the the Analysis Support Centers.

ii. • U.S. ATLAS should try to assure that personnel at grid middleware projects become engaged in this year’s service challenges, and especially in issues pertaining to scaling.

iii. • U.S. ATLAS should pursue acquisition of redundant network connectivity to the BNL Tier-1 center.

iv. • U.S. ATLAS should test the scaling properties of dCache-managed distributed disk systems.

9. Software (4):

a. US ATLAS should articulate a plan for verifying that proposed solution for scheme evolution works sufficiently well to meet the needs of the collaboration.

b. US ATLAS should periodically revisit the matter of staffing of the analysis-support group to determine whether it is working effectively, especially with regard to the use of software professionals.
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[image: image3.emf]FY03 FY04 FY05 FY06 FY07 FY08 FY09 FY10 FY11

Research program target 3338 4643 8469 10759 14797 15600 15600 15600 15600

sw target 2381 2467 3624 4817 5273 4714 4963 4890 5422

sw mr 965 946 1254 967

Total sw 2381 2467 3624 4817 5273 5679 5909 6144 6389

T1 target 957 1765 2851 3960 6287 7341 7076 7132 6582

T1 mr 2000 2000 2700 2400

Total T1 957 1765 2851 3960 6287 9341 9076 9832 8982

DC/prod. 261 557 625 529 545 561 578 596

T2 1276 1574 3000 3000 3000 3000 3000

Total Facilities (with MR) 957 2026 4684 6159 9816 12886 12637 13410 12578

Total Fac. (no MR allocated) 957 2026 4684 6159 9816 10886 10637 10710 10178

Physics 156 161 0 0 0 0 0 0

Total with no MR 3338 4648 8469 10976 15089 15600 15600 15600 15600

Total 3338 4648 8469 10976 15089 18565 18546 19554 18967

Target-Total (no MR allocated) 0 (5) 0 (217) (292) (0) (0) (0) 0

Target-Total (with MR) 0 (5) 0 (217) (292) (2965) (2946) (3954) (3367)

US ATLAS Computing Needs Profile (AY k$)
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		Research Program Profile (At Year $k)										From C. Buttehorn's spreadsheet  "TargetChartRevW" 8/17/05

				FY03		FY04		FY05		FY06		FY07		FY08		FY09		FY10		FY11

		Computing		3338

		AT Y $		3,338		4,643		8,469		10,759		14,797		15,600		15,600		15,600		15,600

		Shown at Mar05 review:				4,733		7,795		11,371		14,677		15,600

								(674)

		Escalation		%						Esc. Factor Based on 04$

		2002

		2003		2.1

		2004		2.5						1

		2005		2.9						1.029

		2006		2.8						1.05781

		2007		2.6						1.08532

		2008		2.6						1.1135

		From HG mail of 1/8/04:

		Fiscal Year

		Personnel-Related Costs

				2005		1.061				1.061

				2006		1.046				1.109806

				2007		1.046				1.160857076

				2008		1.046				1.2142565015

				2009		1.046				1.2701123006





Tier 1

		From B. Gibbard mail of 1/13/04:

		($ Items below include overheads)				2001		2002		2003		2004		2005		2006		2007		2008		TOTAL		2009

		On Project Staff Level (FTE's)				2.7		4.4		4.5		6.5		10.5		15		20		20				20

		Labor (fully loaded salaries) in FY '04 $k				386		661		709		1076		1738		2483		3311		3311		13675		3311

		MST (travel, maint, licen, etc) in FY '04 $k				168		206		226		277		461		667		936		1267		4207		1174

		Labor (fully loaded salaries) at year $k				386		661		709		1076		1844		2756		3843		4020		15296		4205

		MST (travel, maint, licen, etc) at year $k *				168		206		226		277		466		681		964		1344		4330		1226

		Capital Equipment at year $k **				277		176		22		397		668		1104		1334		3263		7241		1900

		Total in at year $'s				831		1043		957		1749		2978		4540		6141		8627		26867		7331

		From Bruce's email of 1/31/06

		January '05 Tier 1 Profile (@ Year k$)

				Tier 1 Funding Profile (AY k$)

		($ Items below include overheads)		2004		2005		2006		2007		2008		2009		2010		2011		2012

		On Project Staff Level (FTE's)		6.5		10.5		15		20		20		20		20		20		20

		Labor (Fully loaded salaries)		1073		1819		1962		2892		3869		4062		4266		4479		4703

		MST (travel, maint, licen, etc)		237		420		671		1145		1625		1798		1763		1846		1578

		Capital Equipment		455		611		1342		2280		3926		3234		3841		2659		2125

		Total		1765		2851		3960		6287		9341		9076		9832		8982		8418

		($ Items below include overheads) 2005 2006 2007 2008 2009 2010 2011 2012

		     On Project Staff Level (FTE's)          10.5              15 20              20              20              20              20 20

		     Labor (Fully loaded salaries)       1,819        1,962        2,892 3,869        4,062        4,266        4,479        4,703

		     MST (travel, maint, licen, etc)          420           671 1,145        1,625        1,798        1,763        1,846        1,578

		     Capital Equipment          611        1,342        2,280        3,926 3,234        3,841        2,659        2,125

		     Total       2,850        3,975        6,318        9,419        9,094 9,870        8,984        8,406

		from Bruce's mail of 2/1/06:

		2,386       3,960       6,287       9,341       9,076       9,832       8,982       8,418





Tier 2

		Tier2 Cost Profile (At Year $k)

				FY03		FY04		FY05		FY06		FY07		FY08		FY09		FY10		FY11

				FY03		FY04		FY05		FY06		FY07		FY08		FY09		FY10		FY11

		Facilities (Tier 2)

		Tier 2 UC/IU						600		250		600		600		600		600		600

		Personnel (FTEs)		- 0		- 0		2.0		2.0		2.0		2.0		2.0		2.0		2.0

		Personnel (cost)		- 0		- 0		300		125		300		300		300		300		300

		Hardware (cost)		- 0		- 0		300		125		300		300		300		300		300

		Tier 2C BU/HU						338		512		600		600		600		600		600

		Personnel (FTEs)		- 0		- 0		1.5		2		2		2		2		2		2

		Personnel (cost)		- 0		- 0		169		256		300		300		300		300		300

		Hardware (cost)		- 0		- 0		169		256		300		300		300		300		300

		Tier 2C SW						338		512		600		600		600		600		600

		Personnel (FTEs)		- 0		- 0		2.0		3.0		3.0		3.0		3.0		3.0		3.0

		Personnel (cost)		- 0		- 0		100		325		300		300		300		300		300

		Hardware (cost)		- 0		- 0		238		187		300		300		300		300		300

		Tier 2 Site D

		Personnel (FTEs)		- 0		- 0		- 0		1.0		2.0		2.0		2.0		2.0		2.0

		Personnel (cost)		- 0		- 0		- 0		150		300		300		300		300		300

		Hardware (cost)		- 0		- 0		- 0		150		300		300		300		300		300

		Tier 2 Site E

		Personnel (FTEs)		- 0		- 0		- 0		- 0		2.0		2.0		2.0		2.0		2.0

		Personnel (cost)		- 0		- 0		- 0		- 0		300		300		300		300		300

		Hardware (cost)		- 0		- 0		- 0		- 0		300		300		300		300		300

		Tier 2 Central

		Personnel (FTEs)		- 0		- 0		- 0		- 0		- 0		- 0

		Personnel (cost)		- 0		- 0		- 0		- 0		- 0		- 0

		Hardware (cost)		- 0		- 0		- 0		- 0		- 0		- 0

				FY03		FY04		FY05		FY06		FY07		FY08		FY09		FY10		FY10

		Total Tier 2

		Personnel (FTEs)		- 0		- 0		5.5		8.0		11.0		11.0		11.0		11.0		11.0

		Personnel (cost)		- 0		- 0		569		856		1,500		1,500		1,500		1,500		1,500

		Hardware (cost)		- 0		- 0		707		718		1,500		1,500		1,500		1,500		1,500

		Total Costs		- 0		- 0		1,276		1,574		3,000		3,000		3,000		3,000		3,000				2850

		iVDGL:

		Boston U		FY02		FY03		FY04		FY05		FY06		Total

		Hardware		79		97		94		29		32		331

		Personnel		123		169		181		195		196		864

		Total		202		266		275		224		228		1,195

		Indiana

		Hardware		78		97		94		29		33		331

		Personnel (ATLAS)		123		169		181		196		196		865

		Total		201		266		275		225		229		1,196

		Total T2 ivdgl:		403		532		550		449		457		2,391





Facilities

				FY03		FY04		FY05		FY06		FY07		FY08		FY09		FY10		FY11		FY12

		Tier 1		957		1765		2851		3960		6287		9341		9076		9832		8982		8418

		Tier 2		0		0		1276		1574		3000		3000		3000		3000		3000		0

		Production				261		557		625		529		545		561		578		596		613

		Total		957		2026		4684		6159		9816		12886		12637		13410		12578		0

		Production FTE				2		3.5		4.5		4.5		4.5		4.5		4.5		4.5		4.5

		Chicago						57		132

		ANL								111

		BNL						375		253

		UTA						125		129

		Total						557		625



shank:
new hire at UC for DDM/grid integration

shank:
Gerry at 1/2 time

shank:
1/2 Pavel
all of Wensheng

shank:
Mark + Patrick



SW

		Below is from Srini mail of 1/27/06

		Classification of Research Program Funded People

		Name		Institute		Classification		FY06		FY07		FY08		FY09		FY10		FY11				FY08**

		David Malon		ANL		Computational Scientist		270		281		292		304		316		329				292

		Peter van Gemmeren		ANL		Software Engineer (SE)		230		239		249		259		269		280				249

		Sasha Vanyachine		ANL		Software Engineer		230		239		249		259		269		280				249

		Kristo Karr		ANL		Assistant SE		230		239		249		259		269		280				249

		Jack Cranshaw		ANL		Assistant SE		230		239		249		259		269		280				249

		David Adams		BNL		I9		224		228		282		294		306		318				137

		Pavel Nevski		BNL		I9		102		106		110		114		119		124				110

		Alexie Klimentov		BNL		I9		205		213		222		231		240		250				222

		Alex Undrus		BNL		I8		185		188		232		241		251		261				196

		Marcin Nowak		BNL		I8		196		176		183		191		199		207				183

		Tadashi Maeno		BNL		I7		160		188		232		241		251		261				196

		BNL New Hire 1 (2.2.3)		BNL		I8		130		202		248		258		268		279				211

		BNL New Hire 2 (2.2.6)		BNL		I7		116		188		232		241		251		261				196

		David Quarrie		LBL		Senior Staff Scientist		328		341		355		369		384		399				355

		Paolo Calafiura		LBL		Scientist		272		283		394		410		426		443				394

		Charles Leggett		LBL		CSE III		227		236		345		359		373		388				345

		Martin Woudstra		LBL		Post-Doc		177		184		191		199		207		215				191

		Wim Lavjrisen		LBL		CSE II		202		210		218		227		236		245				218

		Girogos Stavrapolous		LBL		Research Assistant		161		167		174		181		188		196				174

		Sebastien Binet		LBL		Post-Doc		85		132		137		143		149		155				137

		Vakhtang Tsulai		Pittsburgh		Research Assistant		137		142		148		154		160		166				148

		Dieter Best		Indiana		Research Assistant		137		142		148		154		160		166				148

		Hyon Woo Kim		UTA		Research Assistant		137		142		148		154		160		166				148

		Haleh Hadvanand		SMU		Research Assistant		137		142		148		154		160		166				148

		Ed Moyse		Umass Amherst		Research Assistant		137		142		148		154		160		166				148

		Walter Lampl		U Arizona		Research Assistant		103		142		148		154		160		166				148

		Panda New Hire (2.2.4)		UTA		Research Assistant		69		142		148		154		160		166				148

		Total						4817		5273		5679		5909		6144		6389				5589

		App New Hire 1 (2.2.5)		University X				0		71		148		154		160		166				148

		App New Hire 2 (2.2.5)		University Y				0		0		0		154		160		166				0

		Total						4817		5344		5827		6217		6464		6721

		ASC New Hire 1 (2.2.7)		ASC				0		162		198		206		214		223				198

		ASC New Hire 2 (2.2.7)		ASC				0		0		198		206		214		223				198

		ASC New Hire 3 (2.2.7)		ASC				0		0		0		206		214		223				0

		Total						4817		5506		6223		6835		7106		7390				11722

		FY08** calculated assuming extrodinary overhead rates for BNL… this is for comparison purposes only. Ignore this column

		FY04		FY05

		2466.7		3624.4



eflects 0.5 FTE

reflects 0.58 FTE

reflects 0.58 FTE

reflects 0.67 FTE

reflects 0.5 FTE

reflects 0.5 FTE
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		US ATLAS Computing Needs Profile (AY k$)

				FY03		FY04		FY05		FY06		FY07		FY08		FY09		FY10		FY11

		Research program target		3338		4643		8469		10759		14797		15600		15600		15600		15600

		sw target		2381		2467		3624		4817		5273		4714		4963		4890		5422

		sw mr												965		946		1254		967

		Total sw		2381		2467		3624		4817		5273		5679		5909		6144		6389

		T1 target		957		1765		2851		3960		6287		7341		7076		7132		6582

		T1 mr												2000		2000		2700		2400

		Total T1		957		1765		2851		3960		6287		9341		9076		9832		8982

		DC/prod.				261		557		625		529		545		561		578		596

		T2						1276		1574		3000		3000		3000		3000		3000

		Total Facilities (with MR)		957		2026		4684		6159		9816		12886		12637		13410		12578

		Total Fac. (no MR allocated)		957		2026		4684		6159		9816		10886		10637		10710		10178

		Physics				156		161		0		0		0		0		0		0

		Total with no MR		3338		4648		8469		10976		15089		15600		15600		15600		15600

		Total		3338		4648		8469		10976		15089		18565		18546		19554		18967

		Target-Total (no MR allocated)		0		(5)		0		(217)		(292)		(0)		(0)		(0)		0

		Target-Total (with MR)		0		(5)		0		(217)		(292)		(2965)		(2946)		(3954)		(3367)



shank:
W. Deng
P. Nevski
M. Sosebe
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Compuitng and Physics Profile



Institutions

				FY03		FY04		FY05		FY06		FY07		FY08		FY09		FY10

		ANL		0						1132

		T1

		T2

		SW								1021

		Production								111

		BNL		957		1765		2851		6012		0		0		0		0

		T1		957		1765		2851		4561

		T2

		SW								1198

		Production								253												Checks on FY06 allocations

		LBNL								1433														11234		11349

		T1																										Owed to sw:

		T2																										115

		SW								1433												sw		4474

		Production																				T2		1574

		UTA								778												T1		4561

		T1																				Production		625

		T2								512

		SW								137

		Production								129												Total		11234.127		11349

		Pittsburgh								137

		T1

		T2

		SW								137

		Production

		SMU								137

		T1

		T2

		SW								137

		Production

		U. Indiana								137

		T1

		T2

		SW								137

		Production

		Boston U.								512

		T1

		T2								512

		SW

		Production

		U. Chicago								382

		T1

		T2								250

		SW

		Production								132

		U. Arizona								137

		T1

		T2

		SW								137

		Production

		U. Mass/Amherst								137

		T1

		T2

		SW								137

		Production

		T2 Univ.								300

		T1

		T2								300

		SW

		Production



shank:
125k to UTA for Mark/Patrick
375 to BNL for Pavel/Wensheng

shank:
165 for G.S. included



Sheet1

		The U.S. ATLAS Research Program Budget Profile (AY k$)

				FY03		FY04		FY05		FY06		FY07		FY08		FY09		FY10

		Software		2381		2467		3624		4424		5234		5474		5939		6117

		Tier 1 Center		957		1765		2851		4561		6779		9263		8790		9317

		Production				261		500		625		641		658		677		698

		Tier 2 Centers						1276		2100		3000		3000		3000		3000

		Physics				156		161		165		169		174		179		184

		Total		3338		4648		8412		11874		15823		18569		18585		19316






