 
1) Schedule:
Summarize changes coming from the schedule slip at CERN to physics 
in mid 2008.
The schedule which drove our original computing model resource calculations had 100 days of 14 TeV running in 2007. This new schedule has this arriving about 6 months later, in 2008. . However we expect to have 25 days of 900 GeV running in 2007. The net effect of this is that we have less accumulated physics data at the end of 2008 and of course discovery physics is 6 months later than planned last year. We assume we look at the 2007 data for checking out things, but never reprocess it. This did soften our resource ramp up a bit in 2008.  

2) Facilities
a) Provide some details for the FY2008 facilities procurements (ramp up).
Expected major equipment procurements in 2008 are as follows:


500-600 additional Linux nodes each with approximately (~$2.5M)


8 kSI2K of compute performance


4 TB of distributed disk

Mass Storage Upgrade (~$225k)
9-10 LTO Gen 4 Tape Drives



500-600 GB/sec of additional MSS disk cache throughput

25 TB of addition RAID / Fiber Channel central disk (~$140k)

2 additional Cisco switches and associate cards (~$450k)
We expect similar aggregate addition of CPU’s at Tier 2’s, more  disk storage, but no mass storage.

b) Provide information on the costing model for 2008: robotic storage, CPU, disk
A price baseline using this year’s procurements was established for each technology:

Disk heavy Linux nodes (Opterons)
LTO tape drives (StorageTek/Sun)
High speed disk cache & servers (IBM/Linux)
FiberChannel RAID storage & servers (IBM/Linux)
LAN equipment (Cisco)
A price performance half life of 20 months was in general assumed and used to propagate prices to 2008
A factor two capacity and throughput increase in tape technology was assumed to occur in 2008


c) Provide information on infrastructure to handle the ramp up (i.e. 
can BNL support it)
The estimated infrastructure needs in 2008 are as follows:
Space:

Rack Space Increase = 20 Racks

Other Space Increase = Foot print for an additional SL8500 Automate Tape Library

(We are reserving this space for expansion in 2008 as a contingency but believe that the appearance of LTO Gen 4 technology will allow a repack of data in the existing library such that the purchase of the next library can be deferred until 2009.)
Space for the above expansion will be possible in space contiguous to the existing equipment so it is not until 2009 that space else where on site will be required.
Power & Cooling:

An increase from 880 to 1050 kW of appropriately condition and UPS backed up power will be required.


An increase in air conditioning of 50 Tons will be required.

BNL committed to and delivered the required space, power and cooling for the 2006 upgrades of the RHIC and US ATLAS facilities and delivered on schedule at no direct cost to ATLAS or RHIC.  The above increases are comparable to the combined increases for the facility installation 2006 and can be achieved using the same technology so there is little question that they can do so.


3) Computing requirements / model
a) Define (from Jim's talk) programmatic vs chaotic computing
Programmatic computing is in general a relatively large scale computing task with scheduled systematic use of computing resources typically satisfying the needs of a relatively large community of physics users and managed by a production team.  A pass through of a large fraction of the ESD set producing new AOD’s and TAG’s would be an example.

Chaotic computing is in general of a smaller scale, initiate by an individual or small group to meet some immediate need without scheduling the use of resources or otherwise coordination with other users.  An individual user iteratively running through a modest size AOD sample in an effort to identify optimal selection criteria for a particular physics signal would be an example. 
Better terms might be "scheduled" and "on demand".

Access to "on demand" raw data at Tier 1 will be limited to the very small subset that is disk resident.  The tape resident portion will be available only for managed,  collaboration planned, access. The decision regarding what is disk resident will be taken by physics coordination to reflect the needs of the physics community. The presence of data streaming makes this decision somewhat easier. The current plan assumes all ESD, AOD and TAG data will be disk resident at BNL.  In, addition, a full set of AOD and TAG data is expected to be disk resident at each Tier 2.  A full second copy of ESD would be available, distributed among all the Tier 2’s.


In the case of ESD, if processing bottlenecks appear we will move to scheduled ESD access for very large samples. Again small subsets will be on-demand, possibly replicated to Tier 2 to increase the number of copies and therefore the ease of access. Scheduled access will be some train model (a la Phoenix), each physics group will have a production manager (this has now started for MC production) responsible for organizing her group's wagon. An example of such an activity could be the production of an AOD tailored to, for example, b-physics. If the AOD gets more complicated and larger, the train model could also be used for making DPD's that require  a pass over the entire AOD data set resident at the Tier1. (There is one AOD copy per Tier 1 cloud, at least).

b) Concerning the "50% extra" for US directed computing
(i) where will it be sited -- tier 1, 2, both?
We assume an extra 50% of the Tier 1 per physicist capacity which will be located at the Tier 1 (supporting the storing of a complete ESD copy, the ability to do additional AOD, TAG generating passes through that data beyond those authorized by international ATLAS, and performing additional small sample reconstruction of raw and/or simulated data to support US ATLAS physicist analyses.   Some portion of these resources might alternately be used to support additional chaotic, on-demand analysis by individual users at the Tier 1)
We assume an extra 50% of the Tier 2 per physicist capacity which will be located at the Tier 2’s (supporting individual and group level analyses with capacities beyond those allocated by international ATLAS and supply additional Monte Carlo required to support those analyses)


(ii) provide motivation for this number, impact if it is reduced by 2x

The scale of any US ATLAS specific capacity must be comparable at some level to the capacities available from international ATLAS if it is to have any impact on the course of an analysis either by allowing its use to significantly speed an analysis that ATLAS is authorizing resources to or to advance, on a time scale comparable to other analyses, an analysis that international ATLAS management has decide not to devote resources to. (Presumably because they thought that diverting those resource from other activities would have a significant impact).
We are talking about 50% of the per physicist capacity of 20% of the physicists so in absolute capacity we are talking about 10% of the Tier 1 and 10% of the Tier 2 capacities which are under international ATLAS control.  Reducing this by a factor of 2 would mean 5%.  While one can not make a firm argument that 10% can have an impact while 5% can’t , when one gets down to levels significantly below 10%, one is certainly reaching a scale at which it is going to be difficult to have a major impact.


4) Grid
a) what is the strategy for the grid / priorities for grid software, particularly for workflow managers (in light of ATLAS having 2+, and resources to sustain multiple efforts)
 
Current discussion -- and at this point it's only discussion -- is to converge on Panda for ATLAS workflow management, for distributed production and analysis (Ganga, the other distributed analysis front end besides pathena, already supports submission to Panda). We would support this of course -- so long as it's planned properly, ie don't impair Panda's current US deployment by growing too quickly, and don't impair the broad deployment by putting it into production too quickly and risking a bad rep with a shaky start. It would bring more responsibility and workload to the Panda effort of course, but it may expand the Panda effort as well since there are very capable people working on the LCG systems who could contribute positively to Panda(in fact, the number of people doing development of alternate systems and running operations on the LCG dwarf the number available in the U.S.). The OSG activity is also a benefit, because the Condor/Panda/CMS work coming out of that will feed directly into making Panda + the middleware it uses scalable enough for such a broad deployment.

b) What dependencies exist, and what MUST you have, vs what would you use if it were available?
We depend on and must have reliable and robust FTS and SRM 
implementations. We also depend on the basic data mover tools like 
g-u-c. We need high performance data catalogues.

We depend on and must have the capability to use Condor-G for 
submission. It's been a successful baseline in the US, modulo scaling 
issues for high-rate pilots for analysis, which we're addressing with 
COndor-based technology (glideins) to implement local/regional pilot 
factories. But we need Condor-G in LCG as well. In implementing 
TestPilot we found the LCG submission tools to be extremely slow and 
unreliable compared to Condor-G. There's no way TestPilot could be 
operating so widely in a self-sustaining automated way in LCG if we 
relied on lcg-job-submit. We use Condor-G submissions (from the US, 
because we were told CG submit nodes aren't available in LCG when we 
asked for them). 

We of course depend on and must have the GSI authentication 
infrastructure. The VOMS layer of roles we aren't building in dependencies on, at least not beyond the coarse level of broad roles for the categories of work submitted to sites. For grouping of users and their rights/quotas we have a simple group system (and user system) in Panda. When VOMS is proven hard and robust we can use it. 

We have no dependencies on resource brokers and don't plan any. 

We'll make use of any info system containing useful info on eg site configurations but we prefer not to depend on them; we gather info into our own site info DBs. We also prefer measurements to advertisements, eg. how many live WNs do we see at a site, rather than advertised number. But we and everyone will benefit as info systems are standardized and improved. Today a lot of manual labor is involved in sifting info sources for queue and other site info, local site quirks etc. 

We depend on and must have a minimum capability for outbound access from worker nodes: we need http(s) access, with may be proxied (thus we don't strictly need _any_ outbound access from worker nodes themselves, only via a squid proxy provided by the site or (less preferable) supported us on a VO box/edge service). ATLAS jobs may anyway need this access (eg if we use FroNTier). Number of sites with no outbound access is small (not sure about nordugrid; we haven't 
tried to use them through Panda). 

Summary is that so long as FTS and SRM improve, we have now what we must have. Most of the rest we're prepared to integrate as it is hardened and proven, and we believe we're OK with our solutions in the meantime.


c) what impact might tier3 have on tier1 (or does it get data from tier 2)? also, why is it easier if they are part of OSG
Our computing model is that physics analysis computing jobs are sent to the data and ntuple-like results files could either stay at a T1/2 or be moved to T3. These files are small compared to any other ATLAS file, so the impact on T1 or T2 is negligible compared to the normal load on these tiers. A physicist may still want some small fraction of Event Summary Data or Analysis Object Data moved to his T3 for developing algorithms, but we expect this also to be small. The final analysis job will be run “on the grid” through pAthena as demonstrated at this review.
Having the T3’s be part of OSG means that they can be maintained and supported in the same way as our other Tiers.  Accessing ATLAS data will always be done using the ATLAS DDM and this relies on certain grid components that are part of OSG. We now have a fairly large base of experienced OSG installers and this installation has become fairly routine.

5) Other software:
a) how would manpower estimates change if panda were widely
adopted by international ATLAS?
The level of research program funded people in the US for PANDA software development effort remains the same. There is not [at least a significant] increase in the software development effort (does not matter if there are one or ten clients). The increase is in the operations support - and that has to be taken care by the respective collaborators/agencies.

We can't expand the Panda effort in the U.S. to accommodate LCG.  With help of key LCG people, plus OSG leverage, plus the emphasis on automation/monitoring to scale without growing operationss load substantially, we should be OK.


b) re: graphics programmer: what needs to be done in the 1st year to be
ready for 900 GeV pilot run, and is that consistent with the 2 year
plan for this person

The plan for the graphics person calls for establishing an integrated design of a *monitoring* display (about 3 months) first; then, a complete implementation is carried out. This will be deployed in time for the ATLAS data taking run.  Then the display is used within ATLAS as a debugging tool for about one year. After that one can imagine that the maintenance falls to a more manageable level. Hence, it is one year to build up the display and one year in which the expert uses it, but of course the second year is when the real functionality starts to appear in response to real control-room urgencies and that's when the display software matures.  The second year is therefore critical for continuation of a full time person to ensure that the display meets the requirements of the ATLAS data taking period.


6) Cybersecurity
Provide more info on current cybersecurity situation at tier 2's
Cybersecurity at the Tier 2’s is handled by the local site. The university based sites all have local IT departments with whom they work closely.  SLAC, as a DOE lab, of course, has its own cybersecurity team and they have been very active in the larger OSG cybersecurity group.


7) Other
Describe integration tests done in the last 12 months (called for in last year's report)

At the ATLAS level, the primary emphasis for testing during 2006 was at the component rather than integration level. The following tests were run during 2006, or are planned for 2007: 

Tier-0 Internal Tests 
===================== 

Several internal data movement and bandwidth tests extending over period of 1 week or more were performed using a subset of the eventual processing nodes of Tier-0 (so that fake reconstruction jobs were run in order to achieve the data throughput goals). This did not include any data movement  from Tier-0 to other remote sites (see the Data Distribution Tests). The full nominal internal data movement within Tier-0 was achieved during these tests. 
Next round of tests (in February 2007) will include: integration with real SFO (online) hardware, first prototype of off-line Data Quality monitoring, first prototype of T0 operator interface, strategy in place for ATLAS software updates, first experiments with tape recall. The following test period (in May 2007) will exercise in addition all expected calibration scenarios and all relevant tape-recall scenarios. At the end of that period, it is foreseen to exercise the full Tier-0 chain on a much larger scale, using O(1000) processors.


Data Distribution Tests 
======================= 

The Distributed Data Management(DDM) operations team has been doing a series of site functional tests which increasingly test out all components of ATLAS data movement. This includes complete end-to-end tests of sites service, grid middleware and ATLAS software. These tests started in early Sept. and have been repeated a few times since last one just weeks ago. 
Two sets of Tier-0->Tier-1 distribution tests have been run in June/July and in September/October 2006. 90% of the nominal export rate was reached in July, using only 9 out of 10 Tier-1s, when ATLAS ran alone. The October tests, run concurrently with CMS, showed limitations in the transfer rates that are being addressed by focussed tests this month. More test periods are foreseen in Winter and Spring 2007. 

Functionality tests for data distribution to Tier-2s have been run in 3 periods in September, October and November 2006. They were used to check the progress in stability of the data transfer systems, using Grid components (FTS, SRM) and ATLAS ones (DDM/DQ2). More tests will take place in 2007, in coordination with the T0-T1 data transfer tests described above.


TDAQ Large Scale Test 
===================== 

This test was designed to demonstrate the ability to configure the ATLAS high level trigger system (both Level 2 and Event Filter) at the scale of ~1000 nodes (2000 cpus) using the database infrastructure that is shared by both the online and offline systems. This includes access to the geometry and conditions database, using several alternative caching and replications schemes that are being evaluated. Initialization and exercising of several of the trigger algorithms within the L2 and EF were exercised. Several fault tolerance aspects of the system were also investigated. The test took place during Nov 2006 and in general the scaling goals were met, but analysis of the results is still underway. 

Data Streaming Test 
=================== 

This test is designed to evaluate and allow a decision to be made on the data streaming model; whether data coming from the HLT would be streamed into how many streams and how they would be managed thereafter. This test also is acting as a testbed for the luminosity management model that will ensure that reliable cross section measurements can be derived even if some data samples are lost through transient or permanent data retrieval problems. This test is based upon a sample of 3x106 simulated events that have been mixed to represent a realistic output sample of events from the HLT. The generation, simulation, mixing and reconstruction of these events has stress tested many of the components of the distributed model. The test is still underway, but is expected to conclude by the end of Feb 2007. However, it is planned that this will be repeated, increasing in scale and scope, leading up to the so-called Final Dress Rehearsal (FDR) that is described later 

Calibration Data Challenge (CDC) 
================================ 

This is designed to test our infrastructure for handling an inefficient, noisy, misaligned detector. It has two major phases. The first (which is ongoing) uses a sample of 20x106 events that have been simulated with a statically misaligned geometry (which also uses as its basis the actual as-installed geometry using feedback from surveys of the ATLAS detector itself). These are planned to be initially reconstructed using the un-misaligned geometry, with the goal being to recover the nominal residuals through discovery of the misalignments. Phase two will involve time varying changes to the misalignment, which will also be hidden, leading eventually to demonstration of the calibration procedures to recover the misalignments in a timescale of 24 hours as is assumed within the computing model prior to first pass processing of the data within Tier-0. 

The generation and simulation of these samples is essentially completed, and the phase one reconstruction has just begun. Phase two is due to begin in March-April 2007, and to be complete by June. 

Full Chain Test 
=============== 

The goal of this test is to continually exercise the full software chain on a nightly basis, ensuring that once a functional version has been established, it is tested at restricted scale on a regular basis. It was originally planned that this would initially take place during 2006, but lack of personnel has meant that it is now planned to utilize the Data Streaming Test as the baseline for this. A set of dedicated test machines that will be used for this and other software tests is being installed at CERN, and the current goal is to establish this testing by the end of March 2007. 

Final Dress Rehearsal (FDR) 
=========================== 

The FDR is planned for Jun-Oct 2007, being the final integration test prior to low energy beams in Nov 2007. The scale is O(107) events, representing ~1 week running, exercising the full processing chain from the TDAQ, through the Tier-0 processing, out to the Tier-1s and Tier-2s, including the calibration processing and real-time distribution of the conditions database and tag databases etc. Initial planning for this is just starting, but it is expected to be performed as a series of 1 week long tests at monthly intervals, which will also be used to exercise the operations infrastructure (shift crews, standby personnel etc.) prior to low energy beams. 

The schedule for the Calibration Data Challenge and Final Dress Rehearsal has slipped and they are now on the critical path for getting physics results in late 2007. There are some concerns that the FDR will have to be scaled down so that only components that we really need in late 2007 are tested.
