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Answers to Specific questions on M&O to be addressed by U.S. ATLAS at the mini-review:

August 8, 2007

Management/General

· In light of the fact that both carryover and management reserve were needed to fund all subsystem requests in the past, how does management intend to deal with diminished or absent carryover in FY’08 and FY’09?
We scheduled two meetings after which we dealt with the initial assignment of Management Reserve for FY08.  The first was with our Executive Committee and the second with the U.S. ATLAS Management Contingency Steering Group (USMCSG) – ATLAS management plus U.S. ATLAS management.  We asked the U.S. subsystem managers to prioritize their requests for FY08 Management Reserve and had a discussion about each amount in both meetings.  We favored requests for the detector since the period of pre-operations and commissioning is being extended due to the LHC schedule.  The initial allocations are in the spreadsheets in the Appendix.  We do not know the actual carryover from FY07 yet but know that it will be much smaller than last fiscal year.  For now we have a remaining Management Reserve of about $2.4M.  We will have another meeting in October after things in ATLAS progress a bit more and the carryover is known to decide the next steps.

· Increasing management reserve in FY’08 and beyond is a commendable goal, but there is concern about loss of subsystem personnel and certain unique capabilities that would be difficult to restore when needed. How is this being handled? 
We are very mindful about supporting the key personnel.  In many cases we have tried to engage key engineers in the Upgrade R&D program.  Our Management Reserve is very tight for FY08 and beyond.  

· With increasing calls on management reserve, what is the plan for continuing best-effort contributions to complete ATLAS C&I of the detector?  
At the USMCSG Peter Jenni stated his priority for the C&I for FY08 and so it has been allocated for this year. Some fiscal relief in the other areas was agreed to in the USMCSG meeting.

· What has been the progress in developing a single set of written agreements (MoAs) between international ATLAS and U.S. ATLAS to formally define all major U.S. M&O responsibilities for the detector? 
We have not reached this point within ATLAS.  There is a chance it will come to people’s attention in the Fall of 2007.  However, we raised the point at the USMCSG that certain individuals – we named them – should either be counted as in-kind contributions to Category A or Category B.  We will present this list at the Review.

· Is there increasing demand by U.S. ATLAS scientists visiting CERN for assistance in finding accommodations and help with similar issues?
See the data in the chart below. There are peak demands systematically in the summer period.
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· Has U.S. ATLAS had any success in getting more financial credit for its significant contributions to technical coordination and integration of ATLAS?

Yes at the USMCSG we received agreement that the money we send to CERN to support people there who work in Technical Coordination will be counted as an in-kind contribution to Category A M&O.  Also at that meeting and during the subsequent week we received agreement that the work on the retrofitting of the LAr power supplies will be shared with ATLAS (41% for ATLAS) and the cost of any production will be shared in Category B.
Calorimeters/Trigger and DAQ

· Have the problems with delivery of commercial power supplies for the TileCal system been resolved by ATLAS? 
In fact, the TileCal low voltage power supplies (LVPS) are not commercial, but were designed and built (with PCBs done in a commercial supplier) by the TileCal collaboration.  Groups from Prague took the lead in the first phase.  A strengthened team of engineers specified, during the second half of 2006, changes to be made on existing PCBs to correct the problems that were discovered.  From the beginning of 2007, the changes were systematically implemented, with most being carried out in a (different) external PCB company.  Testing of the modified PCBs, assembly of the final LVPS boxes, and final testing before installation in the cavern were carried out by the TileCal group at CERN.  To date, more than 80% of the boxes have been modified and installed in the detector.  Performance has been excellent, with all goals for the modifications met.  Infant mortality rates have been well within the acceptable range.  Longer term failures have, fortunately, low statistics, so that the ultimate rate of problems is not well known but is low.

· What is the evidence that the retrofitted low-voltage power supplies for liquid-argon calorimetry are performing satisfactorily? 
At the time of this writing (mid-July) there are 50 retrofitted LV power supplies sent to CERN after extensive burn-in at Algen. 43 of these units are installed on the detector and 35 of them are working continuously for about 1.5 months. Few problems have been observed, mostly related to infant mortality of the components of individual modules inside the units. 

All problems were at the expected level so far. None of the problems was fatal since the units have built-in redundancy. The accumulated run time is still insufficient to judge whether the units will perform satisfactorily, i.e., without complete unit failure during the run period. All indications so far are, however, positive. To improve further the reliability, additional small repairs are considered on several units with commercial instead of made-to-order components. A major issue remaining under discussion is the small number of spares since past failures resulted in unrecoverable damage to several units. The decision whether to build additional spares will be made at the September Liquid Argon meeting.

· What progress has there been on the backup solution involving a new vendor?  
The contract negotiations for a new design and two prototypes have been completed both with Wiener company and with the Algen/AEi consortium. The contracts have been placed with both. BNL team will collaborate with both design teams.

· What is the currently projected staffing for the Trigger/DAQ? Will it meet the needs of the subsystem managers and fulfill U.S. obligations? 
A substantial allocation of Management Reserve will be committed in FY08 in order to maintain staffing for Trigger/DAQ near present levels. Projected staffing will fulfill U.S. obligations and meet most critical subsystem needs. Some less urgent activities will be delayed. Due to financial considerations, staffing will ramp down slightly (10-12%) by attrition during the course of FY08, in agreement with ATLAS TDAQ management. U.S. responsibilities in the affected areas will be assumed by European collaborators. Demands for strong levels of TDAQ staffing for commissioning, as well as maintenance and operations, will continue through FY09.

Inner Tracker/Muon Systems
· Detailed operations and maintenance plans have been developed for the Read-Out Drivers (RODs) and for the SCT and TRT subsystems for the anticipated first full-rate throughput of data in 2008. The commissioning of the RODs will require personnel during that run. Have the Level-2 managers for these subsystems been assured that they will be granted resources required for their projected activities. Impact delay in LHC?  
Silicon: The approved FY08 and proposed FY09 budgets provide sufficient resources for the SCT operations and maintenance plan and for maintenance of the Silicon-RODs.  Some software support specific for Pixel ROD DSPs is covered but may need some extra funds now in our Management Reserve Request.  This will be re-evaluated in the September/October time frame. 

TRT: We were given sufficient funds in FY2008 to have an engineer (Egorov) an electronics technician, as well as an electrical engineer (Vanberg) for 0.4 FTE, and a software specialist (Keener). These positions along with post docs, and graduate students from our research program should allow us to fulfill our responsibilities to the TRT system in FY2008.

The work on the RODs and the DAQ is an important part to this responsibility. Although we are behind schedule this is not a labor problem, but rather the delay caused by the company that is stuffing the circuit boards. We should have all the necessary electronics in place for whole detector tests at the end of calendar year 2007.

· Has a detailed operations plan for the pixel subsystem been prepared by ATLAS?  

An Operations Plan has been created and approved by the Pixel subsystem.  The operation organization defined in this plan is presently being built up, with all coordinators already in place.  As pre-commissioning activities are still underway and some delays are still possible, the exact funding requirements are not finalized.  This will be reviewed in the September/October time frame.  A detailed schedule for pixel operation and integration with the rest of ATLAS (for cosmic ray running) is not yet available, as it depends on when the pixel services can be connected and commissioned. Present estimates range between November 07 and January 08 for pixel service connection. In the meantime the pixel subsystem is preparing to join the ATLAS commissioning exercises even with no detector connected. There will be minimal participation in M4, and significant participation, with DCS integration, in M5. 

· The inner pixel layer (known as B-Layer) is projected to lose functionality from radiation damage by ~2012.  Has the ATLAS task force as yet been formed to resolve the technical problems, responsibilities, and funding issues for the B-Layer? 
Significant ramp-up of technical effort to arrive at a B-Layer replacement CDR has occurred during the Summer 07.  A planning meeting of interested institutes was held on July 17th at CERN (http://indico.cern.ch/conferenceDisplay.py?confId=18750) A 2-day workshop to review options (in the form of case studies) has been scheduled for September 28 and 29 at CERN.  Funding matters will be addressed as the practical options become clearer.  There is at present only an original funding profile from ATLAS (in core units) covering only the re-building of an identical replacement B-Layer.  This profile has not yet been updated.  We expect an updated plan to be produced and approved by the collaboration in FY08.  For the present time, all B-Layer Replacement work, with the exception of resolving some mechanical issues related to extraction and re-insertion of the B-Layer, is now covered by the Upgrade R&D budget.
· What is the current ATLAS installation schedule for the remaining Endcap Muon EIL4 stations? What is the level of interference with installation of Big Wheel A and both Small Wheels A&C? Impact of delay in LHC? 
All 16 EIL4 chambers are installed in the ATLAS Barrel region as of end of March 2007. Service procurement and connections are underway but has had low priority given the urgency to apply resources in order to make the narrow BW installation windows. Fortunately, the installation of the EIL4 chambers has not interfered with the BW installations. 

For the record the BW-C wheel was fully integrated and suspended on the chariot system in early March 2007 and the BW-A was installed on the HO structure in mid May 2007 and most of the chamber services located on the BW itself are installed (June 2007). The MDT-A load is scheduled to be transferred to the chariot suspension system in early July 2007. At that time the wheel will be moved forward towards the IP so the cable and fiber connections can be made to USA15 where the DAQ system electronics are located. Upon achieving that level of connection, the BW-A will be commissioned with the Muon DAQ system.  
· Only about 20% of the MDT LV supplies will be available by October 2007. Is the CAEN delivery schedule now more secure for early 2008?  
This CAEN supply problem of power supplies remains and the present (June 2007) schedule has the last ATLAS MDT power supplies delivered by May 2008, although the last delivered supplies will probably be allocated to the outer most MDT layer. The distribution plan of power supplies gives priority to the trigger technologies (RPCs in the barrel and TGCs in the endcap).  

Under these constraints, the US MDT endcap group is sharing power supplies (LV & HV) with the barrel commissioning with an allocation depending on readiness and overall commissioning priority of the entire MDT chamber system. At this writing (June 2007) there are enough LV & HV supplies to operate Sectors 5 & 6 in the barrel and Sectors 11 & 12 in the MDT BW-C.    
Both the barrel and endcap groups will ‘march their limited armies’ of power supplies through all crates in order to complete the first round of chamber commissioning in the pit. This strategy at least allows all the chambers to be powered and tested in the pit, but the fully integrated and stable system will not be possible until after all the power supplies are delivered and put in their final location – sometime in May 2008. 
· What would be the impact of delays in LHC schedule on the large drop proposed in M&O allocation for the Endcap Muon in FY’08?  
With the delay of the LHC startup the schedule for the installation of the muon SWs has become later (more realistic, however). The present Technical Coordination Schedule has the SWs going into the UX15 cavern in October-November 2007 time frame. Our planning in the muon system requires that our engineering and technical staff be maintained through the lowering of the SWs and their integration and commissioning with the rest of the ATLAS Muon System. Without significant resource-schedule conflicts with other urgent detector work in the pit, we expect to have most of the SW integrations complete by ~ March 2008 when the LHC beam pipe is scheduled to be installed. 

The above schedule indicates that it is likely the US ATLAS Muon Group will need significant personnel resources through at least the first ½ of FY08. The precipitous drop in the present funding profile would have been problematic in completing the integration of the US ATLAS Muon Deliverables, however, the allocation of first priority Management Reserve funds will ensure the urgent work gets completed. 
· Have the problems with the evaporative heaters in the inner detector being resolved? 
A final solution for the evaporative heaters has not yet been found.  Presently all of the heaters (for SCT Barrel and End-Cap and for Pixels) are being moved to a location outside of the installed Inner Detector (roughly in the area originally planned for the TRT C Wheels) so that new replacement heaters can be installed without uncabling or removing parts of the Inner Detector.  Extension pipes have already been installed for the SCT barrel, but the exact placement of the heaters in the new location is still under design.  This new choice of location cannot be reversed as all the ID subdetectors are now in place.  The ultimate cause of the electrical shorts at the heater connection point is still being investigated, but accumulated evidence points to a problem with the connector design itself chosen by the vendor.  Five prototype heaters with a completely different connector design are expected at CERN in August.  These prototypes will be tested as extensively as possible in the short time available, and then all the existing heaters will be sent to the vendor for connector replacement.  These modified heaters will then be installed.  In parallel, completely new connector/heater design options will be investigated for an eventual replacement of all the heaters after the 2008 run, should this be necessary. 

Specific questions on S&C to be addressed by U.S. ATLAS at the mini-review:
Management/General

1. What has been the outcome of U.S. ATLAS discussions with international ATLAS on the need for timely delivery of reports so that risks can be identified and addressed in an expeditious way? 

The reports from ATLAS software reviews are generally available very quickly through public web pages. The exception to this was the recent  Distributed Data Management (DDM) review where there was considerable delay in getting the review report. The ATLAS management is sensitive to this issue and agrees that timely delivery of review reports is crucial. The final DDM report is available here:

http://twiki.cern.ch/twiki/pub/Atlas/DDMReviewNovember06/ATLAS_DDMReview_Feb07_report_v1.11-1.pdf
In addition, follow-ups to this review are scheduled this summer with the results also posted on this web site.  In general, the U.S. ATLAS management works so closely with the overall ATLAS management that we do not have a problem of  “delivering” reports—we are working together on writing the reports from the start.

2. How well has U.S. ATLAS clarified its responsibilities within ATLAS? And will the measures prevent straining of its resources, and help retain sufficient flexibility to address urgent problems that inevitably arise during the year before the start of data taking? 

We have long standing commitments to Core Framework and Database software, part of which has a signed Software Agreement. ATLAS has found that these Software Agreements were not very useful, so they were replaced by an Addendum to the MOU for M&O.  This gives us some flexibility. The resources are prevented from being straining by US ATLAS managers making sure that all crucial areas of software development are covered by someone in ATLAS. Since the major roles in software development have been defined for so long, there is little risk in large tasks being uncovered or “dumped” on U.S. ATLAS.

3. What is the schedule for implementation of major tests of ATLAS computing, such as the final dress rehearsal, cosmic-ray tests and commissioning of the entire computing system? Have well defined milestones that reflect the full system functionalities needed to support these tests and the experiment during data taking been published? 
The Computing System Commissioning CSC tests have been underway for several months now, with most physics results based on production using release 12.0.X undergoing the final stages of analysis. The ability to handle non-time varying misalignments has also been exercised using  different statically misaligned geometries for simulation and reconstruction based on production with this release. Most feedback from these tests has been incorporated into release 13.0.X which is still being validated, and which will also be used to perform tests on the support for time-varying misalignments. 

In parallel with the CSC tests, there have been a series of Tier-0 and data transfer tests that have been designed to stress both the operations of Tier-0 and the wide- area network infrastructure. These are evolving into state-state continuous operations rather than focused tests. Finally, two sets of tests are underway or being planned to stress the overall computing and software system with realistic data. These are:

· Combined cosmic tests. These are full-chain tests using subsets of the ATLAS detectors, the readout electronics, the TDAQ and HLT, Tier-0 processing and data distribution to Tier-1 and Tier-2 centers. From the software perspective they are designed to stress test the reconstruction and data quality monitoring software. The first of a series of these tests (M3) took place in June which used a combination of 12.0.X offline software for online monitoring and event display and 13.0.X for offline (Tier-0) monitoring. The next such test is M4 at the end of August, and M5 two months later. It should be noted that although using cosmics, these can still act as 10-20% bandwidth tests.

· Full Dress Rehearsal (FDR). These are designed to be complementary to the M series of cosmics tests and are based on a realistic mixed simulated physics sample representing a 10 hour running period at varying luminosity. The first such test is planned for Oct 2007, and the second in early 2008. In each case the intention is to stress the full computing model from the file transfer from the event filter output to Tier-0, both for physics streams and the express line and calibration streams, the 24-hour latency while the calibrations are being prepared and validated, the Tier-0 processing and data quality monitoring, the data distribution to Tier-1 and Tier-2 centers, reprocessing at Tier-1 centers, with realistic physics analyses being performed. Each of these tests is planned to last 2 weeks (one week of setup, and one of steady state running, replicating the input files) and will also act as schedule drivers for the shift and operations systems for Tier-0 and distributed operations. 

4. Has there been any response to the request by U.S. ATLAS that the ATLAS collaboration clarify and converge on its data model and projected event size (ESD, EOD and Derived Physics Data format or DPD)? What is the expected cost and impact of a potential growth in the size of events?

We have a large U.S. representation on the ATLAS Computing Model Group (approximately 7 out of 20 people). We are putting a large pressure to reduce event sizes and improve CPU performance. The Event Management Board is making progress on reducing event sizes:
(Real/Monte Carlo which includes truth information)

	Type & Release
	Computing TDR
	Baseline 2008
	11.0.X 2005/2006
	12.0.X 2006/2007
	13.0.X 2007/2008

	RAW
	1.6/2.0MB
	1.6/2.0MB
	N/A
	~1.6MB
	N/A

	ESD
	0.5MB
	1.0/1.2MB
	0.8/1.0MB
	2.0/2.4MB
	1.0/1.2MB

	AOD
	100kB
	100/140kB
	80/160kB
	270/350kB
	120/180kB

	TAG
	1kB
	1kB
	~1kB
	~1kB
	N/A


The release 13.0.X numbers are preliminary and decreasing over time as improved compression is achieved.

The large increase in size from release 11 to 12 was due to data from all trigger slices being included; the efforts of the Performance and Physics groups to ensure data needed to calibrate the detector and perform early physics were included; redundant information was temporarily included in both ESD/AOD to allow for detailed studies to be made.

The large decrease in size from release 12 to 13 was due to technical improvements based on an explicit transient/persistent separation and compression; trigger and detector information scrutinized in detail to allow for the elimination of some redundant information (although some remains so more gains are expected), and the fixing of several bugs.

A performance task force is in place (again with large U.S. participation) to study solutions to memory size and CPU performance. The mandate of the task force is outlined  here:

Performance Task Force:

· Mandate

· Global optimization of ATLAS Offline Software

· Both cpu performance and memory usage (and leaks)

· Identify and prioritize improvements
· Work with domain developers to provide solutions

· Build a knowledge base of common problems and strategies for solving them

· Concentrate on transient memory usage (complement EMB/EDM I/O work)

· Reduce footprint of 64-bit relative to 32-bit

· Timescale

· End of Sept 2007 for first major iteration 
· Where deemed advantageous and not disruptive, incorporate changes into 13.0.X

· Membership

· Wim Lavrijsen (lead), Karim Bernardet, Sebastien Binet, Paolo Calafiura, Krzysztof Ciba, Andrea Dell’Acqua, Andrea Di Simone, Manuel Gallas, Eric Lancon, Charles Leggett, David Rousseau, RD Schaffer, Scott Snyder, Ilija Vukotic, Frank Winklmeier (U.S. ATLAS people underlined)
In Addition, we have started a Simulation Optimization Group:

· Mandate

· Optimize G4-based simulation for both physics and technical performance; recommend baseline releases and parameters; address long term validation and strategy issues

· Phase I (15 June)

· Define baseline; address urgent technical issues; collect detector requirements; pursue optimization studies; define validation strategy

· Phase II (October 2007)

· Define baseline for Release 14; continue optimization studies; address CTB long-term maintenance; review functionality

· Strong links with e.g. fast show parameterization groups, Performance Task Force, simulation strategy group (S. Asai & M. Cobal) 

Andrea Dell’Acqua (chair)

5. Summarize the progress in U.S. ATLAS discussions with international ATLAS on the execution of the Distributed Data Management plan? Is there a plan in place to solve both short-term needs and long-term issues in DDM, and to make sure that sufficient resources are dedicated to guarantee success? (This plan must include concrete milestones that will lead to a working DDM as soon as feasible.) 

The DDM review was held on November 2006 and DDM review follow up took place on  June 27th during ATLAS SW week (http://twiki.cern.ch/twiki/bin/view/Atlas/DDMReviewFollowUpJun07).

 U.S. ATLAS Computing was represented on review committee (K.De, S.Gowdy (ex-officio), A.Klimentov, D.Malon, D.Quarrie (ex-officio), J.Shank).

 The main message from the review is that DDM planning and execution 

during 2007-2008 must take an integrated, coherent view of both 'development' and  'operations', as both are happening concurrently. The review recommendation for additional manpower for DDM software development was fulfilled (5 FTEs as was requested), in addition CERN IT ARDA project helps the liaison between ATLAS DDM and the developers of underlying Grid components. The ARDA team also developed the new DDM monitoring system. The new release of ATLAS DDM software (DQ2 0.3) was intensively tested during the data export exercise in March-June 2007 and it was released for production and to users at the end of June. According to core-developers the known problems with the central catalog and the subscription system are solved. In particular, the database technology choice was changed from mySQL to ORACLE and extra help from CERN IT was provided to set up and configure DDM central database.

The ATLAS DDM operations group (led by A.Klimentov) is planning a thorough functional test of DQ2 0.3 to have a quantitative measure of the system performance and to check its scalability. The tests will be conducted in August-September. At the same time the BNL PAS group (led by T.Wenaus) has proposed a contingency scenario to guarantee that all ATLAS data will be shipped to BNL. The near-term solution is to define a new class of jobs in PanDA ('data transfer jobs') and use them for data replication to BNL and U.S. ATLAS Tiers. The pre-testing is in progress. Based on the results of DQ2 0.3 functional test, and PanDA jobs for data transfer U.S. ATLAS Computing will made a decision of future scenario (October 2007), we are not excluding that the possible backup solution will be to use DDM central catalog database and completely independent data transfer system.

6. What has been the success of U.S. ATLAS for increasing international support and use of its PanDA system?  

We have been working with international ATLAS communities showing an interest in using PanDA, to deploy it in their environments. The French community has been enthusiastic in their interest to deploy pathena for PanDA-based analysis in France. PanDA/pathena is now deployed,

operational and in use at Lyon IN2P3, and we are in the process of expanding the deployment

to other French sites. We are also working on deploying to the UK in response to expressions

of interest there. Also Canada, using their Westgrid, wants to use PanDA as the basis for ATLAS production there. We have implemented and are presently debugging PanDA-based production on Westgrid as an integral part of our US-based PanDA production infrastructure. 

In Russia they are interested in trying PanDA based analysis and have provided manpower to help implement it. Two Russian developers are spending several months at CERN working both on PanDA and DDM to make this happen, and they are also helping to support the Lyon deployment. They are testing PanDA operation now at Russian Tier 2 sites, and are in the process of deploying a PanDA server machine at CERN to do evaluation and stress testing of PanDA on LCG; they will assist with deploying on another machine provided by the French in Lyon.

With the exception of the Russian assistance, the rest of these WLCG deployment efforts rely entirely on the US supported Panda team at this time.  Accordingly the deployment is proceeding on a best-effort basis, within the limits of our limited available manpower.
7. Has the continuing use of the change-control procedures enabled U.S. ATLAS to focus more effectively on its existing responsibilities, and has it prevented expansion of scope? (Thereby helping optimize the use of its resources.)
Change control has been invoked for 2 issues since our last review:

1. Capital equipment for the Tier1

2. Software professional for Root/Trigger

     The second change control request is still being processed.

     This process does force us to understand and control the scope of the research program.

Facilities and Grids

8. To minimize the impact of large event sizes on its data storage model, U.S. ATLAS was asked to discuss matters with the ATLAS task force on ESD and AOD event formats, and to request a response by early summer 2007. Has U.S. ATLAS received any reply? Has U.S. ATLAS developed a contingency plan to address any detrimental impact from a significant excess in event size. 
This problem is not a  U.S. only problem and it is being taken very seriously by ATLAS. U.S. ATLAS is fully participating in all discussions of the event size problem. Results have already been implemented which fixed problems in the trigger area, e.g., where redundant information was included in the AOD.  The result of this effort is the AOD is now much closer to the original computing model number of 100 kB/event.

If the ESD and AOD are both over the original values by 50%, this requires us to increase our disk and tape capacity by approximately 25%. Our contingency plan is then to buy fewer CPUs to cover the needed storage. This would seriously hurt our CPU capacity, so we intend to keep the pressure up on the software development and physics groups to keep the sizes down. 

See the similar question in the Management section above.

9. Has ATLAS adopted checksum techniques for all data transfers so as to ensure the integrity of its data.

Yes, in new version of DQ2 being deployed now. We have found the MD5SUM technique to be too compute intensive for ALL data transfers, so are in the process of switching to Adler32 checksums. 

10. Has U.S. ATLAS developed a plan for addressing the Tier-2 shortfall expected in 2010 and 2011? (This information was requested to be available by the Aug 9 review.)

The needs for simulation CPU resources (the main driver for Tier 2) are currently being reviewed as part of the continuous discussions on the ATLAS Computing Model. The number of events needed to be simulated will depend on particular physics analysis needs and will probably not be fully known until we start real data taking.  In short, there are considerable uncertainties in the estimate of our requirements for Tier2 centers in 2010 and 2011. Our U.S. estimates of available resources are based on our known funding profile and thus we are unlikely to get more resources than our current estimates. We hope we can recruit more Tier 2 centers from other ATLAS institutes and increase our total Tier 2 capacity.
11. What plan has U.S. ATLAS put in place with BNL to mitigate effects of cybersecurity incidents that might affect the availability of the BNL Tier-1 facility?

Present Situation

Computing services hosted by the U.S. ATLAS Tier-1 center at BNL being disconnected from the public network (ESnet and beyond) affects primary user and production services, in particular MC production and user analysis.

Both are based on PanDA, which requires a number of services currently at the U.S. ATLAS Tier-1 center to be accessible (PanDA DB, PanDA Server, Meta DB, and the PanDA Monitor). Losing connectivity with these components means:
·         Currently running jobs can finish within about one day

·         A new pilot coming in later can pick up the results

·         No new jobs can be initiated

Anticipated Near Term Solution

The same kind of services described above will be available at CERN very soon (installation in progress). Once they are operational there is enough redundancy in the system to set up a fail-over. In the event of lost connectivity to the U.S. ATLAS Tier-1 new jobs can be initiated using the services at CERN. If both of them are up and running this will also allow load sharing between the two instances. Besides having them at CERN these services could be replicated at any other site in the U.S.

Other Services

The content of LXR (indexing service), HyperNews, and wiki is going to be replicated to servers at other U.S. sites, providing static information to users. Access to these pages will be maintained. However, updated content cannot be provided as long as BNL is disconnected.

Measures to protect the Tier-1 Facility from the affects of BNL-wide network stand-down

The Tier-1 center is especially protected as an enclave in the BNL LAN. There is not only a firewall configured between the public network and the RCF/ACF computing facility but also between local users at BNL and the nodes and services installed as part of the facility. Nodes and services installed in the enclave are well maintained and monitored at all times. Problems caused by users on the LAN will not be within the same network realm the facility nodes are located in.

We propose to decouple eventual actions taken in the event of a cyber security problem caused by a user connected to the general LAN from the ACF, therefore avoiding a network stand-down for all facility services. A document has been drafted that will be signed by the Laboratory Director and sent to DOE for approval.
BNL has devoted significant management attention, time and resources to improve its cyber security posture.  The subsequent changes have resulted in fewer security incidents, better configuration management, early detection of potential vulnerabilities, and improved detection and response to potential intrusions.

Over the past year, BNL has made improvements to the security configuration of networked devices through centralized control and reporting.  Devices are not allowed onto the BNL network unless they register with a central database that identifies their owner, administrator and the type of device.  Windows systems are required to be a member of the central BNL domain, which facilitates the distribution of security templates (e.g. password protected screen savers), automated patching and tools to monitor the systems.  As part of this effort, all legacy Windows systems were either upgraded or segmented from the network.  UNIX computers are required to have a tool installed that was developed by BNL to monitor the system configuration and report on any changes.   Computers that have been identified as having sensitive or protected information or that cannot install security patches or be scanned on a regular basis are placed on network segments that have additional protections such as firewalls and separate them from general user systems. 

BNL makes heavy use of wireless networks, which are centrally managed by the Information Technology Division. These wireless networks do not allow direct connection to the BNL campus network, but do provide basic Internet access.  Access back to the campus network must use one of the remote access protocols, such as secure shell (SSH) using an encryption key and passphrase rather than a password, or a virtual private network (VPN) using a one-time password.  

An early indicator of potential cyber security incidents is the number and severity of network vulnerabilities.  BNL has adopted a vigorous network vulnerability scanning program using the nessus tool along with customized reporting and tracking.  Networked devices are scanned on a daily basis for critical vulnerabilities, and every three months devices have a thorough scan to detect high and moderate risk vulnerabilities.  If the vulnerabilities are not addressed, the device will be quarantined from the network until the administrator takes some action.

BNL employs a diverse set of intrusion detection and protection systems to detect potential cyber security incidents.  These tools use signature-based and anomaly-based detection methods to detect intrusions.  At the network perimeter, when probes are detected looking for vulnerable systems, the remote system is blocked at the router by an automated system.  Internal systems exhibiting anomalous behavior (such as network scanning activity, or signatures from a network worm) are identified and the system owner is contacted for remediation, and the system is quarantined from the network depending on the severity of the event.

The Federal Information Security Management Act of 2002 (FISMA) requires that all federal agencies and their contractors perform a Certification and Accreditation of their information systems, which involves developing a threat and risk assessment, security plans and choosing and implementing security controls according the NIST Special Publication 800-53.  Science Applications International Corporation (SAIC) performed an independent security test and evaluation of these security controls in January 2007 and recommended that the Brookhaven Site Office grant BNL an Authority to Operate (ATO) its cyber enclaves.  BNL now has an ATO until January 2010, and was the first DOE Office of Science laboratory to successfully complete the entire Certification and Accreditation process.

In June 2007, the DOE Office of the Inspector General performed a full FISMA audit of BNL’s financial and business systems.  This audit consisted of a review of the NIST Special Publication 800-53 security controls and a network vulnerability and host configuration assessment.  The results of this audit were positive, with only low risk cyber security network vulnerabilities noted, and minor findings on change management for code development and contingency planning, demonstrating the significant progress that BNL has made in improving its cyber security posture
Core Software
12. What was the result of U.S. ATLAS pressing ATLAS to publish an integration schedule with milestones for defining the year’s activities and priorities?

An integrated software and computing master schedule is now maintained by D. Quarrie. This covers all the aspects of ATLAS computing, from external software versions and software releases through to large scale production and tests, but also provides coupling to other aspects of the overall ATLAS schedule, including for example, the cosmic commissioning runs and major workshops and meetings. 

The overall schedule is available in PDF format here:

https://twiki.cern.ch/twiki/bin/viewfile/Atlas/ComputingSystemCommissioning?rev=9;filename=ATLAS-Offline-Computing.pdf
In addition, a detailed list of deliverables for each software domain for each software release is maintained, the status of which is reviewed at computing management meetings on a regular basis, typically every few weeks leading up to a release. The deliverables for release 13 are summarized on this Twiki page:

https://twiki.cern.ch/twiki/bin/view/Atlas/DeliverablesForRelease13

A regular series of Global Release Coordination Meetings (held every 2 weeks) is used to ensure that the schedules for the offline, TDAQ and HLT releases are consistent; that upgrades of shared external software are coherent; and that the installation and patching mechanisms at Point1 are available and tested.

The overall goal is to make sure that deliverables required for particular milestones (e.g. the ATLAS combined cosmic runs) are available in a timely manner.  

We note that the schedule is still being adjusted following the expected official revision of the overall LHC schedule.

13. Can U.S. ATLAS provide an update on the outcome of their Derived Physics Data effort, and indicate to what extent it has been adopted by the rest of the collaboration?

Following the recommendations of the AOD Format Task Force

https://twiki.cern.ch/twiki/pub/Atlas/AODFormatTaskForce/AODFormatTF_Report.pdf we have essentially completed the transient/persistent separation of AOD data. We continue to develop common tools to reduce the available information in the AOD data down to the size required for the DPD. This allows us to use a unified format to write AOD and DPD and a consistent interface to access them.

In recent months US ATLAS developed a framework to access ATLAS transient/persistent separated data (AOD/DPD, and ESD as well) directly from ROOT, with minimal dependencies from the rest of ATLAS software. This allows to use essentially the same analysis codes when looking at ESD, AOD or DPD data, from ROOT or from Athena. The AthenaROOTAccess work is not quite complete yet (about 90% of the AOD data objects are accessible from ROOT in the current release) but it has already been enthusiastically adopted by ATLAS analysis community.

It is worth mentioning that AthenaROOTAccess is the first framework we are aware of that supports direct, transparent access to transient/persistent separated data from ROOT, and hence truly general schema evolution and I/O optimization.

14. As in the case of PanDA, has a strategy been developed for ATLAS-wide adoption and support of vATLAS?

A recent ATLAS restructuring has moved responsibility for event displays to the recently created Data Preparation (DP) Group. A new VP1 (Virtual Point1) event display is being developed by the v-atlas developer team. VP1 is considered to be a strategic product by the DP Group, and they are encouraging development effort be devoted to it. The immediate focus is the M4 combined cosmics run at the end of August 2007. VP1, which can handle both 3-D and 2-D displays, currently runs directly within an Athena environment, in contrast to the Atlantis Java-based 2-D display, which uses a communication protocol to couple an Athena job to a possibly remote display. A request has been made to the Core Services and Data Persistency groups to provide an efficient and lightweight communication protocol for VP1 to be run in a similar manner, where this is particularly suitable for online rather than offline use.

15. What is the potential U.S. workload generated by the need to provide software support of U.S. ATLAS products, and has a mitigation strategy been developed to limit exposure of U.S. experts? For example, has U.S. ATLAS engaged other ATLAS partners to enlarge the expertise and thereby help reduce the pressure on the U.S.

There has been considerable progress in involving non-U.S. people in support of U.S. ATLAS products. Noteworthy in the support established in ATLAS framework where several non-U.S. people have now developed considerable expertise to support the physics user community. In recent days, ATLAS has appointed Sven Menke (Germany) and Stathes Paganis (England) to coordinate the activities in Physics Analysis Tools and liaison with the user community, an area in which U.S. has taken a lead role in developing core software tools. RD Schaffer (France) and Davide Costanzo (England) have taken a lead role in the implementation of the transient-persistent separation to reduce the size of the reconstruction output, where U.S. has developed the necessary software ingredients to accomplish this. pAthena/PanDA is now widely popular in the ATLAS community and is getting additional support, in particular from the French and Russian communities. This continues to improve, as ATLAS realizes that software support needs to be distributed and hence an inherent need to distribute the expertise as well.

It should also be emphasized that while U.S. provides some support for U.S. products to non-U.S. people, U.S. physicists also receives support for non-U.S. products from the international community. Noteworthy is the support for access to conditions (time-varying data) database where U.S. has no responsibilities and software infrastructure support (where U.S. has a minimum number of FTEs). This bilateral arrangement offsets any excess workload created by U.S. personnel having to provide support to non-U.S. collaborators.

16. Has U.S. ATLAS discussed with ATLAS the need for developing a culture of code-QA and testing, and for developing system tests this year? This should lead to a reduction in software failures.

The software releases in ATLAS in the past (up through Release 12) have taken a long time to validate. This was largely because of lack of a robust software infrastructure for testing the software and a lower priority put on software validation. In the past year, ATLAS has put significant emphasis in the deployment of a robust validation infrastructure starting with release 13. A new ATLAS validation strategy has been put into place, based on a set of software and physics validators who are responsible for creating and monitoring regular, automatic, tests, primarily on the ATN (ATLAS Testing Nightly), FCT (Full Chain Test), and the RTT (Run Time Tester) test scaffolds. In addition to the testing/validation work, the organization of the nightly builds and building of the production releases has been reorganized to increase their robustness and stability.

The US has had full responsibility for developing, implementing, and maintaining the NICOS (NIghtly COntrol System) which builds and tests the entire ATLAS offline software every night on a large number of platforms. ATN is the software testing and validation component of NICOS that runs approximately 200 tests of the software on each platform each nigh. Within a few hours of the completion of the nightly build, the developers and release validators have the ATN results available proving a low latency measure of the quality of the previous night's build.

The FCT is used to check the entire software chain from Event Generation through Reconstruction and Analysis is functional. The results of the FCT based on the previous nightly are also available everyday.

A new RTT installation has been setup at CERN replacing the earlier ones (at University College London and Lancaster University) that had proved not to be robust enough and to not have enough capacity. Over the past year the US has contributed a significant amount of intellectual capital to the RTT effort. US physicists organized a review of the RTT effort which lead to significant improvements in the functioning of and use of the RTT. In addition as the result of this review process, a US physicist agreed to serve the User Liaison to the RTT team.

The new validation structure is in place, and the number of tests is increasing, together with the fraction of tests that pass. US-ATLAS has played a role in this, organizing a new user-friendly, web-based presentation system to better allow software managers rather than software developers to view and understand the test results. U.S. ATLAS also has developed the tools to monitor software performance results such as CPU and memory usage, size of output data. These tools can be adopted in the standard tests and monitored along with other standard failures.

ATLAS has appointed validation coordinators across the different software and physics groups who monitor the test results across the software spectrum. The new organization together with a robust set of tools to validate and monitor should have a major impact in reducing the number of software failures during large productions and later analysis.

17.  Has U.S. ATLAS started reporting job failure rates, including clear breakdowns by point of failure and per event probabilities?
Job failures are continuously monitored using the PanDA monitoring page. Job failure rate (excluding DDM problems like lost files) in the latest simulation production was ~ 5x10-4 (one large set of tasks had 36 failures in 60000 jobs of 50 events each, i.e. ~10-5 errors/event). Reconstruction of the recent streaming test data saw similar job failure rates (11 failures in 33000 jobs) but since each job was 500 events error  rates  was  less  10-6/event. Every failed job is individually studied and a Savannah bug report is filed. These bug reports are addressed at production and validation meetings and usually are fixed in the next software cache release.

Appendix
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Target 1st MR Total FY08 Remaining Total
Category WBS Description Amount Allocation Budget to date MR MR
2.2 Software 5,179 - 5,179 624 624
Computing 2.3 Facilities 10,081 - 10,081 2,012 2,012
2.0 Total Computing 15,260 - 15,260 2,636 2,636
3.1 Silicon 1,126 - 1,126 586 586
3.2 TRT 543 100 643 71 171
3.3 Liquid Argon 2,165 556 2,721 579 1,135
3.3 LAr New PS (Weiner or AEi) - 2,000 2,000 - 2,000
3.3 LAr PS Production Credit (to be used on Cat B) - (2,000) (2,000) - (2,000)
3.4 Tile 805 275 1,080 65 340
3.5 Endcap Muon 1,015 809 1,825 613 1,422
M&O 3.6 Trigger/DAQ 746 646 1,392 347 993
3.7 Common Funds Cat. A 2,382 - 2,382 - -
3.7.2 ca&l - 1,364 1,364 - 1,364
Cal credit (from TC work) - (200) (200) - (200)
3.8 Outreach 51 - 51 - -
3.9 Program Management 661 - 661 - -
3.10 Technical Coordination 463 526 989 182 708
3.0 Total M&O 9,957 4,076 14,033 2,443 6,519
4.1  Silicon Upgrade R&D 2,432 - 2,432 952 952
Upgrade R&D 4.3 Liquid Argon Upgrade R&D 954 - 954 384 384
4.5 Muon Upgrade R&D - - - - -
4.0 Total Upgrades 3,386 - 3,386 1,336 1,336
Subtotal (Comput.+ M&O + Upgrades) Subtotal U.S. ATLAS Research Program 28,603 4,076 32,679 6,415 10,491
FY08 DOE Guidance 24,600
FY08 NSF Guidance 9,000
Guidance MR carryover from FY07 1,506
Institutional Carryover -
Total Guidance 35,106
Balance 2,426
Remaining MR 6,415

Final FY08 Balance

(3,989)
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