Material in italics to be provided prior to S&C review in support of review charge:

MANAGEMENT

1. Are the current management structures and techniques well-matched to the needs of the U.S. collaboration?

· Please provide an organization chart of US ATLAS / US CMS
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2. Are their internal contingency and risk-management mechanisms appropriate?

· Please provide a table with S&C funding history FY2004-FY2006. If applicable, provide initial calls on M.R. and granted M.R per year.

	S&C Funding History

	Fiscal Years 2004 - 2006

	 
	
	
	 

	 
	FY04
	FY05
	FY06

	 
	
	
	 

	Initial Approved Amount
	       4,633 
	         7,795 
	     9,816 

	 
	
	
	 

	MR Allocation
	            10 
	            617 
	        900 

	 
	
	
	 

	Final FY Budget
	       4,643 
	         8,412 
	   10,716 

	 
	 
	 
	 


3. Are there adequate plans for transitioning from a development phase to a deployment and operations phase? Are the assumptions for resource requirements well justified?

· Provide a table with personnel requirements for the period FY06-FY11; estimate distribution of FTEs: Universities, Labs, US-based, CERN-based.

	RP Funded FTE levels

	
	
	FY06
	FY07
	FY08
	FY09
	FY10
	FY11

	University
	15
	20.5
	21.5
	20.5
	20.5
	20.5

	
	CERN
	4.5
	7.5
	7.5
	6.5
	6.5
	6.5

	
	Home inst.
	10.5
	13
	14
	14
	14
	14

	Lab
	
	34.75
	40.5
	41.5
	41.5
	41.5
	41.5

	 
	CERN
	5.5
	5.5
	6
	6
	6
	6

	
	Home inst.
	29.25
	35
	35.5
	35.5
	35.5
	35.5

	Total
	
	49.75
	61
	63
	62
	62
	62


4. Are the priorities of the S&C program conducive to effective participation in data analysis by U.S. physicists?

· Please list your priorities and metrics in this area.


In the software effort, from the onset, the research program funds have been targeted at projects that form a concrete foundation that is conducive for U.S. physicists to effectively participate in physics analysis. The core of our involvement lies with the reconstruction and analysis framework, the Event Store and related data management effort, and the ability to process and analyze data in a distributed manner. The three key components are essential components in providing a framework for physics analysis for U.S. physicists. During the years, we have striven to establish the required personnel in these three primary areas to ensure success to our commitments and to establish the local expertise that will help U.S. physicists. During the past years, we have fine tuned our program further to assist U.S. physicists directly. We have done this by using our Research Program funds to establish expertise in subsystem (tracking, calorimeter, muons) reconstruction and infrastructure support. Understanding the performance of the detector subsystems is critical for a successful physics analysis. We are now establishing support for the Analysis Support Centers and areas such as Graphics and ROOT - again these are projects that directly serve the needs of a U.S. physicist.

In the facilities area, we are ramping up our Tier 1 and 2 sites in accordance with the ATLAS Computing model, but we also have always planned on having extra capacity at the T1 to facilitate U.S. physics analysis.  This extra capacity is now jeopardized since it does not fit into the Research Program base budget – but is a request for Management Reserve funds.
We have an established Analysis Support infrastructure that was designed with broad input from the U.S. collaboration. A panel broadly representing the U.S. ATLAS collaboration has recently reviewed this, again. Our support model evolves based on input from reviews such as this. 

5. Does management have adequate S&C plans to accommodate new collaborators? Have they developed a reasonable model for the corresponding incremental costs?

· Summarize your model for incremental cost of new collaborators

Currently the U.S. has 286 PhD authors on ATLAS out of a total of 1486, so 19.25% of total. Currently the cost for Common Fund per additional collaborator is about $8k

The additional support load for new user at T1/T2 is difficult to assess since there is an economy of scale, but we estimate this to be $10k/yr/author.

U.S. ATLAS management, together with CERN ATLAS management do screen new collaborators to make sure they can really make a significant contribution to ATLAS. Small groups are encouraged to join as part of larger, established ATLAS inst. such as has recently happened with:  Iowa, UT Dallas, Louisiana Tech. U, South Carolina U. 

6. What would be the impact of a 10% S&C funding shortfall on current U.S. deliverables and on productivity in physics analysis?

· Provide specific impacts assuming “reasonable calls on MR/contingency” are granted.

A 10% reduction in FY08, would require us to cut $1.6M

· Facilities T1/T2 must be ramped up.

1. We will have to look closely at cost and ramp-up schedule:

· FTE’s at T1( delay the ramp to 20 FTE

· Hardware: ramp up late 

· Reduce hardware at T2.

· Already short of predicted need for FY10

· Production and Distributed Software must be maintained

1. Physicists will do analysis on OSG sites ( only in US

· Software must take a hit

1. No new planned hires in software. We would have to fire existing FTE’s.

· ATLAS would suffer. Our strategy would be to redirect current effort to other ATLAS countries 

· Not a very effective way to go: we are using our expertise in areas that are crucial to ATLAS

· No one outside of the US is going to support our facilities nor our grid.

2. At least 3 (one at each Lab.)

· This would be very painful for the whole collaboration

1. User support would suffer and contention for CPU time would rise


· Hard to quantify, but a typical physicists analysis may take 30% longer.

· Will seriously hurt the U.S. ability to participate in physics

1. 30% longer analysis ( others get there first.

7. Do the U.S. projects interact sufficiently with the international S&C efforts?

The U.S. ATLAS effort is well integrated into the overall ATLAS effort with good representation at all levels of the organization chart.
8. Does the U.S. play a role in the international S&C leadership that is commensurate with its overall participation in the experiment?

· Provide International ATLAS/CMS organizational chart.
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FACILITIES, GRIDS, NETWORKING, AND INFRASTRUCTURE

9. Are the current computing models of the experiments appropriate for U.S. needs?

· Provide links or supporting material describing the computing model.

The ATLAS computing model is formally described as part of the ATLAS Computing Technical Design Report at http://atlas-proj-computing-tdr.web.cern.ch/atlas-proj-computing-tdr/Html/Computing-TDR-4.htm.  While many of the numbers in this TDR have been revised over the past two years the basic model itself as described in that document remains intact.  The U.S. ATLAS computing model places some additional requirements on top of the ATLAS ones, for example, we have a copy of the full Event Summary Data (ESD) at the T1. In addition, we anticipate having analysis capability at the T1.

10. Have infrastructure and operating costs of the Tier-1 and Tier-2 facilities been fully considered in their deployment? Are there any high-risk assumptions? Are the estimated personnel requirements, equipment and infrastructure costs valid and well-justified?

· Provide a table outlining all facilities costs (T1, T2), namely, personnel requirements and infrastructure costs for the period FY06-FY11.
All costs; equipment, personnel, and infrastructure have been considered.  Those costs which are on project are indicated in the table below.  Significant infrastructure costs are born by the various institutions and significant personnel costs are also covered by some of the Tier 2’s.
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2007 2008 2009 2010 2011

On Program Staff Level (FTE's beyond '07)

20             20             20             20             20            

Labor (Fully loaded salaries)

2,892        3,855        4,048        4,250        4,463       

MST (travel, maint, licen, etc)

927           1,220        1,394        1,833        1,552       

Facility Space & Power

248           356           469           562           598          

Capital Equipment

2,228        3,762        3,902        4,989        3,124       

Tier 1 Total

6,295       9,193       9,813       11,634     9,736      

Tier 2 Total

3,000       3,000       3,000       3,000       3,000      

Total

9,295       12,193     12,813     14,634     12,736    

Projected Total Facilities Cost


The Tier 2 numbers above include approximately 2 FTEs per Tier for a total of 10.
11. Has there been adequate progress made in deploying the U.S. Tier-1 and Tier-2 centers and in their integration with the CERN Tier-0 center?

· If possible, provide progress in the context of deployment in other countries.

As indicated in the slides of various presentations, the US ATLAS facilities are performing at or above the expected level relative to typical ATLAS facilities in both the Computer System Commissioning and Data Challenge exercises.  This indicated that US deployment is abreast or ahead of deployment in other countries.

12. From a user’s perspective, is the usability and readiness of grid-based production software in good shape? (The collaborations should provide sufficient information to help the committee evaluate typical user experience with grid-based tools.)

· Any metrics in this area?

Pathena (Distributed Analysis with PanDA and ATHENA) has been available to users for the past 6 months. During this time, there has been numerous well attended tutorials, and a steady increase in the number of users using pathena.  Currently, there are 77 users who have run 50k jobs using pathena.  There is a Savannah bug reporting system for Panda - with only 50 items submitted during the past 12 months for Panda and Pathena.

There have been many ATLAS-wide talks by users on good experience with Pathena.  (Some examples can be found at:

1. Dietrich Liko, SW Workshop, Sep. 2006:http://indico.cern.ch/materialDisplay.py?contribId=53&amp;sessionId=22&amp;materialId=slides&amp;confId=a057208
2. Akira Shibata, PAT Meeting, Jul, 2006:http://indico.cern.ch/materialDisplay.py?contribId=2&amp;materialId=slides&amp;confId=4227
3. Katevi Assamagan, Panda Review, May, 2006:http://indico.cern.ch/materialDisplay.py?contribId=s1t4&amp;sessionId=s1&amp;materialId=0&amp;confId=a061300
)

The feedback from jamborees have been positive.  We have been asked by European groups to install pathena outside the U.S., so that they can use it with non U.S. resources.  
We expect the number of users and jobs to increase significantly in 2007, once the data from the current Release 12 production becomes fully available.

13. Are cybersecurity issues given adequate priority by management? On matters of security, are the lines of authority clearly spelled out? Has the collaboration assessed the impact of a cybersecurity incident on user access to data and to computing cycles? Is there a mitigation plan in place?

· Describe the cybersecurity lines of authority and mitigation plans.

Within US ATLAS, Bob Cowles(SLAC) has been designated as the coordinator of cyber security.   The OSG and WLCG have cyber security teams which have developed protocols for responding to cyber security incidences across these Grids.  However, actual cyber security authority resides in the cyber security groups at each of the institutions (Lab or University) that make up the Grid or virtual organization.

Planning factors which mitigated the impact of cyber security incidents for US ATLAS users include 1) the maintenance of a complete ESD date set at the BNL Tier 1 so that if access to 1 or more other ATLAS Tier 1’s is lost the complete data set is nonetheless still accessible and 2) if there is a cyber security incident at BNL external to the Tier 1 itself, the firewall protected enclave within which the Tier 1 is located at BNL affords the same protection against such a problem as it does against the external world in general and so should allow it to continue to operate and service its user community.

14. Have network bandwidth and connectivity requirements been appropriately identified by the U.S. collaborations? Are these requirements consistent with their latest computing models? Is there a roadmap to achieve the required T0-T1- T2 connectivity?

· Briefly describe the status of connectivity down to Tier-2 in the context of your latest computing model.

As described in the presentations the Wide Area Network requirement for ATLAS (and US ATLAS) is derived from a hierarchical model across the various Tiers.  The current connectivity is adequate for 2008 operations in most cases and is expected to be adequate in all cases by 2008.  See table below:
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For the SW Tier 2:  some sites have 1 GE, some 10GE.
15. Do the U.S. S&C programs have adequate links to the Worldwide LHC Computing Grid (WLCG) and to the Open Science Grid (OSG)?

· Provide relevant organizational chart (if applicable)

In the wLCG, US ATLAS is currently represented by

John Huth on the Overview Board

Bruce Gibbard on the WLCG Management Board

Bruce Gibbard on the Grid Deployment Board

In addition, Jim Shank is on the ATLAS wLCG Team—a body that advises Dario Barberis and  Peter Jenni on wLCG/ATLAS interactions.

This representation is augmented by ad hoc bilateral meetings between WLCG management and US LHC computing management (some face to face but mostly via phone on a biweekly schedule when needed).  

Jim Shank and  Howard Gordon are on the OSG Council.

ATLAS is invested in and contributing to the success of the OSG as an integrator and provider of distributed computing capability, both in terms of facilities and software. ATLAS is represented well in OSG management. Rob Gardner is Deputy to the Executive Director and Integration Coordinator, responsible for integration and validation of middleware for OSG software releases. Torre Wenaus is Applications Co-Coordinator, responsible with Frank Wuerthwein (CMS) for science-driven middleware extensions projects, and user support and liaison. The BNL Tier 1 and US ATLAS Tier 2s are operating as OSG facilities, open to the OSG beyond ATLAS, and reporting usage to the OSG. The Panda production/analysis system is integrated with OSG accounting, and is being extended as part of an OSG Extensions collaboration with Condor and CMS to develop a just-in-time workload management service and toolkit for OSG. The OSG is funding 3 FTEs at BNL (hiring in progress) for work on this program, applications management deputy and other extensions program activities.  The OSG is a positive force as seen by US ATLAS and the OSG sees the participation of U.S. ATLAS as positive  also.

CORE SOFTWARE AND ANALYSIS SUPPORT

16. Are the current models for the support of data analysis well thought out, and is the support structure responsive to the needs of the U.S. community, both in the U.S. and at CERN? Are there adequate metrics to monitor progress in this area? Have all the required resources been identified by the collaborations? Will there be adequate support during all phases of the experiment?

· Please provide specific metrics your collaboration is using to monitor this area. Also provide planned resources for the period FY06-FY11.

The US ATLAS Analysis Support Model has been defined after multiple interactions with the collaboration and consists of three main components designed to address the needs of US ATLAS physicists: 
1) The Analysis Support Group, which consists of experts in core and analysis software, detector performance and trigger, provides support for technical issues related to all aspects of performing a physics analysis; 
2) The Analysis Support Centers, which consist of 3 regional centers at ANL, BNL and LBNL, designed to provide a focus for analysis jamborees, workshops and longer-term visitors; 
3) The Analysis Forums, which provide a way for US ATLAS physicists to meet, discuss and develop detector performance studies and physics analyses. 


During 2006, the Analysis Support Centers hosted a series of physics workshops, tutorials and analysis jamborees designed to introduce US ATLAS physicists to the overall ATLAS physics picture, train them on how to use ATLAS software and jump starting them on running and developing their own analysis code. 

At each of these tutorials and analysis jamborees, participants filled out "student evaluations" with both quantitative scores and feedback questionnaires. These provide metrics to gauge the success of these tutorials and analysis jamborees. The feedback has been very positive and has also been valuable to adapt our analysis support to better serve US ATLAS physicists. We also note increased participation in subsequent jamborees by U.S. physicists and more than a 100 U.S. physicists have received significant support.

The fraction of physics working group conveners and CSC notes in ATLAS led by US ATLAS physicists is consistent or better than the fraction of US ATLAS physicists within the ATLAS Collaboration. The number of talks given by U.S. physicists at major ATLAS meetings is good, with a number of younger U.S. people who are able to make more matured presentations due to the support they have received.


As we approach first data taking and are beginning to analyze cosmic ray data, we are planning for an increase in analysis support. This is the main motivation for allocating additional FTEs at the Analysis Support Centers: 0 FTE in FY06, 2 FTEs in FY07, 3 FTEs in FY08-11.
A U.S. ATLAS review committee discussed at the 4 Jan., 2007 review, possible means of developing metrics to evaluate the effectiveness of this analysis support model. While there was general agreement that this model is quite suited to the needs of US ATLAS if utilized properly, there was no obvious set of metrics in all cases. However, the Committee does offer the following suggestions.

1. Surveys of each Analysis Jamboree should be taken, as is being done already. There are quantitative measures of success at each ASC for every Jamboree that was made available to the Review Committee. In each case, the satisfaction with the Jamborees and the ASCs were very high.

2. Track the numbers of phone calls, emails, and personal visits by each ASG member per month.

3. The extent to which software developed in the US via this support structure gets adopted in ATLAS should be assessed.

4. Make a survey (through the IB) to evaluate how many institutions would like support but are not getting it, and why. This should include those who have not interacted with the support organization so far.
17. From a user’s perspective, comment on the usability and readiness of the analysis software. (The collaborations should provide sufficient information to help the committee evaluate typical user experience with analysis tools.) 

· Any metrics in this area?
Usability of ATLAS software in general has been the main focal point for the US 
ATLAS core software developers during the past year. After the ATLAS physics 
workshop in Rome (July 2004), and together with the experience gathered at the Combined Test Beam monitoring and data analysis (2005), it became clear that there were two main obstacles for users of ATLAS software 
i) The difficulty to understand the configuration of an Athena job and to adapt it to their specific needs. 
ii) The complexity and size of the AOD format and the ability to use it in subsequent analysis with ease.

 i) Job Configuration 
After preliminary meetings at CERN and U of Arizona, Tucson in Spring 2005, 
the Usability Task Force composed of Athena developers and representatives from the users and developers communities, designed a new job configuration scheme with an emphasis on: 
a) automatic generation of default module configuration and of its documentation 
b) easy and safe modification of module configuration 
c) restructuring of high-level job configuration in terms of tasks producing data as requested by the user. https://twiki.cern.ch/twiki/bin/view/Atlas/UsabilityTaskForce 


All the infrastructure for a) and b) is available in developers' releases since months and should be put in production with release 13, currently scheduled for the week after the review. The migration of high-level job configuration has started  and is a deliverable for release 14. 

In parallel with the Usability Task Force, ATLAS Software Management 
initiated in 2005 a complete review of ATLAS software from the user's 
perspective: https://twiki.cern.ch/twiki/bin/view/Atlas/ReviewsPlans2005 

(ii). Analysis Data Model 
Over the course of last year, lots of effort from the ATLAS Reconstruction and Physics Analysis Tools groups went into unifying the AOD transient data model with the ESD one (thus allowing to develop physics code which works transparently on both). At the same time the PAT and Database groups redesigned the persistency mechanism of AOD and ESD with the goal of improving its performance . The 
results have been impressive, with an average order-of-magnitude improvent in data access speed, but still not quite sufficient to use AOD as main format for interactive data analysis of large data samples. To this end, ATLAS computing model introduced a new analysis format, DPD (Derived Physics Data) that has been implemented (mostly by US developers) as a Structured, Athena-aware Ntuple. SAN allows to analyze events in ROOT at ~1KHz and should soon be accessible in Athena with similar speeds. SAN data model is inspired by, and soon will be almost identical to, the AOD data model. By mid 2007 ATLAS should have achieve a grand-unification of its analysis data model allowing to use the same Athena Algorithms to analyze data in ESD, AOD and DPD format, while at the same time allowing to analyze AOD and DPD files directly from ROOT. 

iii). User-level documentation 
An essential component of software usability is user-level documentation. The community-updated, UK-mantained workbook (inspired by the Babar one) 
https://twiki.cern.ch/twiki/bin/view/Atlas/WorkBook is the main resource for Athena users. Univ of Indiana is developing a new Physics Analysis Workbook with the goal to give a new user enough information that they can start doing a physics analysis 
https://twiki.cern.ch/twiki/bin/view/Atlas/PhysicsAnalysisWorkBook. Finally ATLAS has always put a significant effort in users training and we have a comprehensive array of tutorials, many of which prepared by US ATLAS developers 
http://atlas-computing.web.cern.ch/atlascomputing/documentation/tutorialRef/currentTutorials.php
iv) We also note that most of the software components in ATLAS have gone through a “usability” review, namely do they satisfy the user requirements and do they provide adequate documentation and understandable interfaces. The recommendations of those reviews were subsequently adopted by the developers to provide a more usable software.

v) The validation of the software and access to data still needs to be improved. Recent analysis exercises and the validation of the software have exposed difficulties and it takes several months to validate a production release. A robust infrastructure capable of automated validation of software as they are released needs more work to becomes the source of quickly locating and solving problems. This has led to end physicists finding many of the problems, a process that can be slow and painful. Access to data over the grid has also caused difficulties for end physicists. These problems are now actively being worked on.

18. Are the personnel requirements for the maintenance and operation phase of production software well understood, well justified and available? On what basis are commitments made to the international collaboration? Are these commitments realistic and consistent with U.S. interests?

· Similar to 3rd bullet in Management Section.

The software profile for our commitments to Framework and Database effort through the operations phase is well understood and tabled below. We have a minimal software effort that focuses on our key interests in these two areas. The [Athena] Framework and associated tools are primary U.S. deliverables and long term support for this has been reduced to a maintenance and support mode focusing on optimization and usability issues into the LHC turn on. The database effort focuses on providing development and support for Event Database and the profile has been kept stable well through turn-on based on past experience from other experiments. 
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In the production and distributed software, we believe personnel requirements are understood because distributed software has been in operations mode for some time so we understand our operations and maintenance support loads. We have a plan that shows essentially flat level of personnel for Panda development and operations. Software has been developed to minimize the operations load as we scale (automation, monitoring), this has been successful so far -- operation requirements of needing less than one shifter is low, so is well justified -- so we believe we know how to scale manageably so as to fulfill US ATLAS obligations to US and international ATLAS for production and analysis. Needed manpower is available, once the vacated shift captain slot is filled again. As we extend Panda to LCG, we will not scale US-supported operations support for LCG needs, we expect LCG participation to cover any additional operations requirements (i.e. extending to LCG is contingent on LCG participating in operations, which is certainly doable, since Panda ops load is low and LCG resources are extensive).

Overall, our involvement in Framework, [Event] Database and distributed software form the foundation of our involvement in ATLAS core software effort and is directly related to the success of LHC physics and hence U.S. involvement in LHC physics. We have proposed and endorsed additional hires in key related areas that are beneficial to U.S. physicists. These include developing the expertise in support of ROOT and its integration into the ATLAS analysis activities and support for 3-D event displays, a critical tool for physics analysis. 

19. Is the role of Tier-3 centers well-defined and integrated into the S&C facilities plan? Are the plans for Tier-3 facilities sufficiently developed to guarantee capability for data analysis at interested U.S. institutions by November 2007?

· Provide short statement on Tier-3 plans and coordination.

The U.S. ATLAS Management formed a panel to write a white paper on the role of Tier 3 centers in U.S. ATLAS. The complete report is on the web page of background material for this review (http://www.usatlas.bnl.gov/computing/meet/0701AgencyReview/)
The summary of that report is included here:

· Some local compute resources, beyond Tier-1 and Tier-2, are required to do physics analysis in ATLAS.
· These resources are termed Tier-3 and could be as small as a modern desktop computer on each physicist’s desk, or as large as Linux farm, perhaps operated as part of a shared facility from an institution’s own resources.
· Resources outside of  the U.S. ATLAS Research Program are sometimes available for Tier-3 centers. A small amount of HEP Core Program money can sometimes leverage a large amount of other  funding for Tier-3 centers. Decisions on when it is useful to spend Core money in this way will have to be considered on a case by case basis.

· Support for Tier-3 centers can be accommodated in the U.S. Research Program provided the Tier-3 centers are part of  the  Open Science Grid and that they provide access those resources with appropriate priority settings to US ATLAS via the VO authentication, authorization and accounting infrastructure.

20. Has progress in core software relative to the milestones presented at the February 2006 comprehensive DOE/NSF review of the U.S. program been adequate? Are the forthcoming U.S. milestones on track and realistic? Is there any critical dependence on international milestones that could put U.S. deliverables at risk?

· Provide list of milestones for FY06-FY08 and comment on status.

The detailed milestones to Level 4 for the core software: Framework, Database and Distributed Software are provided below. Most of the major milestones have been met, some were delayed together with the slippage of the overall ATLAS schedule. Milestones for others (Application Software, Analysis Support) are also maintained (not reported here).

2.2 Software

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Release 12.0.0 for commissioning
	15-Mar-06
	--
	30-May-06
	Completed (See #1)


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Release 12.0.x validated
	30-Aug-06
	--
	30-Nov-06
	Delayed (See #1)

	Release 13.0.0
	15-Feb-07
	[New]
	15-Feb-07
	On Schedule


Note #1  Release 12.0.x continues to be validated, expected to be complete by end of 2006 and used for CSC simulation production

2.2.2 Core Services 

2.2.2.1 Framework 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	port of Gaudi and Control to gcc 3.4.4
	1-Feb-06
	--
	1-Feb-06
	Completed

	Full chain and Interactive Tutorials
	8-Feb-06
	--
	8-Feb-06
	Completed 


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Review ATLAS software documentation/workbook (Indiana)
	1-Mar-06
	--
	1-Mar-06
	Completed


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Integration of Seal plug-in Mechanism
	14-Nov-05
	14-Oct-06
	11-Dec-06
	Delayed (See #1)

	python-accessible Property Repository
	1-Feb-06
	--
	1-Sep-06
	Completed

	use GaudiPython to provide interactive access to (selected) framework functionality
	8-Feb-06
	14-Sep-06
	31-Jan-07
	Delayed (See #2)

	High-level job configuration design and tools
	14-Feb-06
	14-Nov-06
	11-Dec-06
	Delayed (See #3)

	History & Property Mech Integ
	14-Feb-06
	--
	31-Jan-07
	Delayed (See #4)

	flexible job reinitialization
	1-Jun-06
	14-Sep-06
	14-Jun-07
	Delayed (See #5)

	port Gaudi and Control to 64-bit architectures
	1-Jul-06
	1-Jul-06
	1-Sep-06
	Completed (See #6)

	Review ATLAS Python Scripts for usability (Indiana)
	1-Sep-06
	--
	1-Sep-06
	Completed

	Generic event dump (needed for validation tests)
	14-Sep-06
	14-Sep-06
	31-Jan-07
	Delayed (See #7)

	Enhance AtRndmGenSvc
	11-Dec-06
	[New]
	11-Dec-06
	On Schedule (See #8)

	common online/offline error reporting/handling
	31-Dec-06
	--
	31-Dec-06
	On Schedule


Note #1  we implemented a prototype plugin mgr in Gaudi, still based on Gaudi DLL mechanism and the new Configurables. This will be put in production in release 13. It may be replaced in the future by a reflex-based scheme.

Note #2  started work on StoreGate access.

Note #3  Two CS summer students at LBL delivered a framework to access the PropertyRepository as their project work. Focus now is on

new-style job configuration: Job-level properties, ToolHandle, ServiceHandle (possibly DataObjectHandle), migrate all core examples to configurables, document migration procedure (basic documentation exists).

Note #4  awaits history persistency.

Note #5  some progress with framework tool but still no real-life test of the functionality. This may come with TDAQ "Large scale test" scheduled for next spring

Note #6  port completed in time. Unfortunately while Gaudi and Control compile and run fine in 64-bit machines, athena reconstruction jobs are much too big to run on lxplus. We should try to address this problem after release 13

Note #7  prototype in c++ available. During prototype development it appeared obvious that a python implementation is probably easier to write and maintain. This will be investigated till December and a final implementation will go in release 13

Note #8  automatically seed generator from the run/evt# stream ID, evaluate new random engine, possibly allow to choose random engine

2.2.2.2 EDM Infrastructure 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Integration with POOL-Cache Manager
	31-Dec-05
	6-Sep-06
	6-Sep-07
	Delayed (See #1)

	Support for History Objects
	14-Feb-06
	14-Jun-06
	14-Jun-07
	Delayed (See #2)

	evaluate the need of object aliases and versioning in StoreGate
	14-Sep-06
	--
	14-Sep-06
	Completed (See #3)

	Integrate CLID Database Generation
	14-Sep-06
	14-Sep-06
	11-Feb-07
	Delayed (See #4)

	provide common base class for Element/DataLinks
	14-Sep-06
	14-Sep-06
	11-Feb-07
	Delayed (See #5)

	support DataLinks across different stores
	23-Sep-06
	23-Sep-06
	11-Feb-07
	Delayed (See #6)

	Prototype Support for Integer Keys
	30-Sep-06
	30-Sep-06
	11-Feb-07
	Delayed (See #7)

	update DataList, evaluate DataMap and association objects
	1-Dec-06
	1-Dec-06
	1-Sep-06
	Completed

	DataVector safe symlink mechanism
	11-Dec-06
	[New]
	11-Dec-06
	On Schedule (See #8)

	New Style INavigableFourMomentum
	11-Dec-06
	[New]
	11-Dec-06
	On Schedule


Note #1  low priority

Note #2  prototyped persistency using pickle. POOL needs Transient/Persistent separation. Low priority

Note #3  still need to test alias persistency, but a scheme is in place

Note #4  Not critical for release 13

Note #5  prototype under development. Not critical for release 13

Note #6-7  Not critical for release 13

Note #8  depends on ROOT schedule

2.2.2.3 Detector Description 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	All Identifiers in DD database
	1-Oct-05
	1-Jun-06
	1-Jan-06
	Completed (See #1)

	DC3 Detector Description Quality Control Tests Passed
	1-Jan-06
	--
	1-Oct-06
	Completed

	All numbers in DB. All file-based info removed (Pitt)
	1-Mar-06
	--
	1-Sep-06
	Completed


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	CPU/Memory Optimization Effort Final Report (Pitt)
	1-May-06
	1-Jul-06
	1-Jan-07
	Delayed (See #1)

	Initialization time performance study
	1-May-06
	1-Jul-06
	1-Jan-07
	Delayed (See #2)

	Database preemption system delivery date (Pitt)
	1-Sep-06
	--
	1-Jan-07
	Delayed (See #3)

	Geometry Database overriders
	1-Sep-06
	--
	1-Jan-07
	Delayed (See #4)

	LAr Readout Geometry Revision
	1-Dec-06
	[New]
	1-Dec-06
	On Schedule

	Readout geometry working for LAr (all clients)
	1-Jan-07
	[New]
	1-Jan-07
	On Schedule


Note #1-2  Tied to the completion of the LAr Readout Geometry Revision.

Note #3-4  Delayed till the completion of the LAr Readout Geometry Revision.

2.2.2.4 Graphics 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Configuration Presets available in v-atlas
	1-Sep-06
	1-Sep-06
	1-Jan-07
	Delayed (See #1)


Note #1  Joe will do this over the holiday break.

2.2.2.5 Analysis Tools 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	access c++ classes from python
	8-Feb-06
	--
	8-Feb-06
	Completed


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	access Atlas Data from python
	8-Feb-06
	--
	31-May-06
	Completed 

	support event thinning for AOD data
	14-Sep-06
	14-Sep-06
	11-Dec-06
	Delayed (See #1)

	runtime recompilation/reloading
	15-Sep-06
	15-Sep-06
	15-Jun-07
	Delayed (See #2)

	automatic generation of transformations
	31-Dec-06
	--
	31-Dec-06
	On Schedule


Note #1  prototype exists. Will go in release 13

Note #2  low priority. Awaits experience with interactive athena.

2.2.2.6 Grid Integration 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Job Transformations in Python
	14-Feb-06
	--
	14-Nov-06
	Delayed (See #1)

	Prototype Implementation for Grid Monitoring Architecture
	30-Sep-06
	--
	30-Sep-06
	Completed

	extract job metadata from athena
	15-Dec-06
	--
	15-Dec-06
	On Schedule

	Improve message formatting and filtering
	15-Dec-06
	--
	15-Dec-06
	On Schedule


Note #1  infrastructure deployed in release 12 preproduction. Will need continuous maintenance, further development at least till release 13

2.2.2.7 Core Service Usability 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	add and use help string to Gaudi Property
	18-Feb-06
	--
	18-Nov-06
	Delayed (See #1)

	Configurable-based job configuration
	1-May-06
	29-Aug-06
	31-Jan-07
	Delayed (See #2)

	provide job-level properties a la SimFlags
	1-May-06
	29-Aug-06
	11-Dec-06
	Delayed (See #3)

	Integrated athena configuration and development environment
	31-Dec-06
	--
	31-Dec-06
	On Schedule

	Job Configuration editor/browser/debugger
	31-Dec-06
	--
	31-Dec-06
	On Schedule


Note #1  Help string handling added in gaudi. First tool using it is Job Options Inspector.

Note #2  Infrastructure almost finished. Further delays in release schedule have led to target the migration for release 13.

Note #3  prototype available. Further delays in release schedule have led to target the migration for release 13.

2.2.3 Data Management 

2.2.3.1 Database Services and Servers 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	User-level documentation for access to database services
	27-Mar-06
	--
	27-Mar-06
	Completed


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Database release model decoupled from software release
	30-Jun-06
	--
	30-Jun-06
	Completed


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Completion of FroNTier (data caching technology) testing
	1-Sep-06
	1-Sep-06
	31-Dec-06
	Delayed (See #1)

	LCG 3D service deployment at U.S. ATLAS Tier 1
	1-Nov-06
	--
	1-Nov-06
	On Schedule

	Database Deployment and Operations infrastructure ready for calibration data challenge
	1-Dec-06
	1-Dec-06
	31-Mar-07
	Delayed (See #2)

	Completion of database deployment tests via DDM DQ2
	1-Feb-07
	[New]
	1-Feb-07
	On Schedule

	DDO infrastructure ready for Full Dress Rehearsal
	30-Jun-07
	[New]
	30-Jun-07
	On Schedule


Note #1  September 2006: This milestone is now a collaborative milestone including non-U.S. contributors, subject to international ATLAS schedules.

Note #2  September 2006: delayed because of delays to the international ATLAS calibration data challenge itself

2.2.3.2 Common Data Mgmt Software 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Technology evaluation and selection for DDM catalogs
	27-Feb-06
	--
	27-Feb-06
	Completed

	Transient/persistent separation of DataHeader
	3-Apr-06
	--
	3-Apr-06
	Completed

	ROOT5/Reflex integration
	24-Apr-06
	--
	24-Apr-06
	Completed

	Transient/persistent separation of EventInfo and TriggerInfo
	24-Apr-06
	--
	24-Apr-06
	Completed


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Support for Placement Control
	7-Nov-05
	7-Aug-06
	31-Jan-07
	Delayed (See #1)

	Support for Multiple Transaction Contexts
	14-Nov-05
	9-Oct-06
	17-Apr-07
	Delayed (See #2)

	User-level documentation for Athena I/O infrastructure
	27-Mar-06
	17-Jul-06
	28-Aug-06
	Completed (See #3)

	Transient/persistent separation infrastructure for heterogeneous containers
	21-Aug-06
	--
	21-Aug-06
	Completed

	Extended ROOT/POOL options setting (e.g., 64-bit values)
	4-Sep-06
	--
	4-Sep-06
	Completed

	Support for files larger than 2 GB
	4-Sep-06
	--
	4-Sep-06
	Completed

	Refactorization of persistence packages and services
	11-Sep-06
	--
	11-Sep-06
	Completed

	Address cascade ("chain") effect in transient/persistent separation
	6-Nov-06
	[New]
	6-Nov-06
	On Schedule

	Complete move to Configurables, and new Property model
	31-Jan-07
	[New]
	31-Jan-07
	On Schedule

	I/O performance optimization and tuning
	10-Apr-07
	[New]
	10-Apr-07
	On Schedule


Note #1  December 2005: Agreement with ATLAS software management is to postpone this milestone until it is specifically requested or required by physics.

June 2006: This work will be deferred until after the ATLAS streaming study group makes its recommendations.

September 2006: International ATLAS streaming study group has not yet made recommendations. In the interim, POOL placement control capabilities have been extended.

Note #2  December 2005: A limited version will be introduced into early 2006 releases, but a more general strategy awaits the outcome of a spring 2006 event store developers workshop.

September 2006: Transaction context control will require changes to the LCG POOL code base. These changes are not expected before early 2007.

Note #3  31 March 2006: Partially complete; completion pending documentation of Release 12 infrastructure, which was delayed by international ATLAS.

2.2.3.3 Event Store 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Schema evolution infrastructure prototype based upon transient/persistent separation
	27-Jan-06
	--
	27-Jan-06
	Completed

	Athena interface to set/get technology-specific attributes (POOL)
	27-Feb-06
	--
	27-Feb-06
	Completed

	Transient/persistent separation of StoreGate support classes for EDM
	1-May-06
	--
	1-May-06
	Completed

	Event selector with scope-based retrieval support
	22-May-06
	--
	22-May-06
	Completed

	File/dataset association machinery
	22-May-06
	--
	22-May-06
	Completed


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Job-level history object and configuration persistence prototype
	2-Oct-05
	18-Dec-06
	10-Apr-07
	Delayed (See #1)

	Unique EDO Identification Infrastructure
	31-Jan-06
	25-Sep-06
	10-Apr-07
	Delayed (See #2)

	Infrastructure to support stream- and run-level metadata
	27-Mar-06
	25-Sep-06
	31-Jan-07
	Delayed (See #3)

	Strategy for run-level, stream-level, file-level metadata
	22-May-06
	25-Sep-06
	18-Dec-06
	Delayed (See #4)

	Back navigation support for bytestream data
	7-Aug-06
	7-Aug-06
	31-Jan-07
	Delayed (See #5)

	EventHeader/EventInfo extensions to support luminosity blocks, etc.
	11-Sep-06
	11-Sep-06
	31-Jan-07
	Delayed (See #6)

	EventSelector improvements
	11-Sep-06
	--
	11-Sep-06
	Completed

	Trigger decision representation in EventInfo/TriggerInfo
	11-Sep-06
	--
	11-Sep-06
	Completed

	Event store components for streaming studies
	25-Sep-06
	--
	25-Sep-06
	Completed

	Prototype alternative event streaming strategies
	11-Dec-06
	--
	11-Dec-06
	On Schedule (See #7)

	AthenaPOOL/bytestream event selector unification
	31-Jan-07
	[New]
	31-Jan-07
	On Schedule

	DataHeader evolution to support POOL tokens more efficiently, and to support bytestream references
	31-Jan-07
	[New]
	31-Jan-07
	On Schedule

	User-level event store documentation improvements
	12-Feb-07
	[New]
	12-Feb-07
	On Schedule

	Utilities and optimizations to support an efficient skimming service
	10-Apr-07
	[New]
	10-Apr-07
	On Schedule


Note #1  30 September 2005: Actual delivery may be later in the quarter because the prototype requires new versions of LCG dictionary software that will not be delivered to us until later in the quarter.

December 2005: This milestone must be delayed until some time after the corresponding control framework history infrastructure is in place.

September 2006: The corresponding control framework support has been descoped from Release 13, so event store support cannot be provided until a subsequent release.

Note #2  31 March 2006: Delayed pending outcome of May 2006 Physics Analysis Tools workshop

September 2006: Descoped from core and event data model plans for Release 13, and hence from event store work as well.

Note #3  31 March 2006: Delayed pending proposed ATLAS metadata task force

September 2006: International ATLAS metadata task force has begun work, but has provided no guidance or recommendations yet.

Note #4  31 March 2006: Delayed pending proposed ATLAS metadata task force

September 2006: International ATLAS metadata task force has begun work, but has provided no guidance or recommendations yet.

Note #5  September 2006: Implementation requires changes to bytestream I/O services provided by TDAQ. These will not be available until after the next TDAQ software release (currently proposed for November 2006).

Note #6  September 2006: Extensions sufficient to support luminosity block identification in streams tests have been added, but "final" work awaits TDAQ work on evolution of the ATLAS event header.

Note #7  September 2006: While event-store-specific components are ready, delays in preparation of data samples may cause some reduction in the scale of this prototype.

2.2.3.4 Non-Event Data Management 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	DDM support for tile commissioning data
	13-Mar-06
	--
	13-Mar-06
	Completed


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Maintain NOVA for use by LAr calorimeter until COOL transition is complete
	31-Jan-06
	1-Jul-06
	31-Jan-07
	On Schedule (See #1)

	Ensure event store integration with non-event data needed for cross section calculation
	3-Jul-07
	[New]
	3-Jul-07
	On Schedule


Note #1  September 2007: NOVA may need support for a bit longer, while COOL transition (not a U.S. responsibility) is incomplete. Forecast is based upon international ATLAS Release 13 schedule.

2.2.3.5 Collections, Catalogs, Metadata 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Tag database infrastructure for Tier0 scaling tests
	16-Jan-06
	--
	16-Jan-06
	Completed

	Tag test integration into Service Challenge 4
	19-Jun-06
	--
	19-Jun-06
	Completed


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Athena Interface/Read/Write Access to Collection-Level Metadata
	19-Dec-05
	24-Jul-06
	31-Jan-07
	Delayed (See #1)

	Integration of Collection Support & Bookkeeping
	19-Dec-05
	24-Jul-06
	31-Jan-07
	Delayed (See #2)

	Evaluation of strategies for support of variable-length structures in tags
	27-Feb-06
	25-Sep-06
	31-Jan-07
	Delayed (See #3)

	Transition POOL collections to CORAL AttributeLists and component library model
	17-Apr-06
	--
	7-Aug-06
	Completed

	Support extensible collections, and collection reblocking
	22-May-06
	7-Aug-06
	31-Jan-07
	Delayed (See #4)

	Integration and support of event-level metadata in commissioning tests
	25-Sep-06
	--
	25-Sep-06
	Completed

	Demonstrate tag database building and selection at a Tier 2 center
	11-Dec-06
	--
	11-Dec-06
	On Schedule

	Demonstrate tag-based selection for alternative streaming models
	11-Dec-06
	--
	11-Dec-06
	On Schedule

	Address primary key infrastructure issues
	31-Jan-07
	[New]
	31-Jan-07
	On Schedule

	Consistent reference handling, and primary reference naming
	31-Jan-07
	[New]
	31-Jan-07
	On Schedule

	Propose and implement appropriate primary key for ATLAS event tags
	31-Jan-07
	[New]
	31-Jan-07
	On Schedule

	Prototype tag query integration with detector status and quality information
	26-Mar-07
	--
	26-Mar-07
	On Schedule

	Prototype tag query integration with luminosity block information
	26-Mar-07
	--
	26-Mar-07
	On Schedule

	Implement relational collection model in MySQL
	10-Apr-07
	[New]
	10-Apr-07
	On Schedule

	Prototype indexing strategies for tag database
	3-Jul-07
	[New]
	3-Jul-07
	On Schedule

	Migration of POOL collections infrastructure to "component model"
	4-Dec-07
	[New]
	4-Dec-07
	On Schedule


Note #1  September 2006: An underlying component (AMI, from Grenoble) is behind schedule. New effort from Glasgow has been recruited. 

The revised schedule calls for delivery of this component in ATLAS Release 13, which has itself been delayed until January 2007.

Note #2  September 2006: An underlying component (AMI, from Grenoble) is behind schedule. New effort from Glasgow has been recruited.

Note #3  September 2006: Delayed pending LCG major POOL collections infrastructure changes.

Note #4  September 2006: The revised LCG schedule calls for delivery of this functionality, along with major POOL collections infrastructure changes, in time for ATLAS Release 13 in January 2007.

2.2.3.6 Distributed Data Management 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Bulk transfer tests based upon realistic T0->T1 model
	31-Mar-06
	--
	31-Mar-06
	Completed (See #1)

	Deployment of SC4 version of DDM infrastructure on Tier 1s
	31-Mar-06
	--
	31-Mar-06
	Completed (See #2)


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Initial tests of DDM in distributed analysis chain
	17-Apr-06
	--
	17-Apr-06
	Completed

	DDM 0.2 on all Tier 1s
	10-Jun-06
	--
	10-Jun-06
	Completed

	DDM support for LAr commissioning data
	15-Jun-06
	--
	15-Jun-06
	Completed


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Set up Savannah portal for DDM operations
	10-Jul-06
	--
	10-Jul-06
	Completed

	Submit note on ATLAS DDM operations to ATLAS computing management
	25-Jul-06
	--
	25-Jul-06
	Completed (See #1)

	Automate input dataset delivery for production jobs
	25-Aug-06
	--
	25-Aug-06
	Completed

	Data integrity checking for Monte Carlo production
	25-Aug-06
	--
	25-Aug-06
	Completed

	U.S. ATLAS Data Management and Production Workshop at BNL
	30-Sep-06
	--
	30-Sep-06
	Completed

	Data transfer functional test (est. 9 Tier 1s, 50 Tier 2s)
	3-Nov-06
	[New]
	3-Nov-06
	On Schedule

	Implement ATLAS SW projects table in MC production
	15-Nov-06
	[New]
	15-Nov-06
	On Schedule

	Data integrity procedure for DDM catalogs
	30-Nov-06
	[New]
	30-Nov-06
	On Schedule

	Set up MySQL local file catalog at CERN (backup to ATLAS LFC)
	21-Dec-06
	[New]
	21-Dec-06
	On Schedule


Note #1  ATLAS note ATL-COM-SOFT-2006-008 (approved Aug 2006)

2.2.3.7 Data Access Support 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Database representation on U.S. ATLAS Analysis Support Group
	30-Jan-06
	--
	30-Jan-06
	Completed (See #1)


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Provide database expertise via U.S. ATLAS Analysis Support Group
	2-Jul-07
	--
	2-Jul-07
	On Schedule


2.2.4 Distributed Software 

2.2.4.1 Distributed Analysis 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Physics data access tools
	9-Jan-06
	[New]
	9-Jan-06
	Completed 

	Distributed analysis benchmarks for DIAL and PanDA
	15-Feb-06
	[New]
	15-Feb-06
	Completed 

	PanDA/distributed analysis review
	8-Mar-06
	[New]
	8-Mar-06
	Completed 

	Decide relative roles of PanDA and DIAL for DA
	15-Mar-06
	[New]
	15-Mar-06
	Completed


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Physics data access tools
	9-Jan-06
	--
	9-Jan-06
	Completed

	Distributed analysis benchmarks for DIAL and PanDA
	15-Feb-06
	--
	15-Feb-06
	Completed

	PanDA/distributed analysis review
	8-Mar-06
	--
	8-Mar-06
	Completed

	Decide relative roles of PanDA and DIAL for DA
	15-Mar-06
	--
	15-Mar-06
	Completed

	Pilot delivery via dedicated analysis queues deployed
	15-Apr-06
	[New]
	15-Apr-06
	Completed

	Local analysis pilot submission deployed at BNL, UTA
	20-May-06
	[New]
	20-May-06
	Completed

	Personal PanDA analysis interface deployed
	1-Jun-06
	[New]
	1-Jun-06
	Completed

	Stable analysis pilot delivery achieved
	1-Jun-06
	[New]
	1-Jun-06
	Completed

	PanDA analysis in support of Physics Analysis Jamboree
	5-Jun-06
	[New]
	5-Jun-06
	Completed


	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Support for long user jobs via long queues
	15-Jul-06
	[New]
	15-Jul-06
	Completed

	Support event collection analysis with pathena
	20-Jul-06
	[New]
	20-Jul-06
	Completed

	PanDA analysis in support of Physics Analysis Jamboree
	20-Aug-06
	5-Jun-06
	20-Aug-06
	Completed

	Multitasking pilot deployment for analysis
	31-Aug-06
	[New]
	31-Mar-07
	Delayed (See #1)

	Initiate extension of scheduler/pilot operation to LCG for pathena
	10-Sep-06
	[New]
	10-Sep-06
	Completed


Note #1  Multitasking pilot itself was deployed in production, but the analysis multitasking feature itself remains under test and is not yet activated for general use.

2.2.4.2 Production System 

	Milestone
	Baseline
	Previous  
	Forecast
	Status

	Achieve <10% production error rate due to PanDA
	31-Jan-06
	--
	31-Jan-06
	Completed

	PanDA migration to ATLAS production DQ2
	10-Feb-06
	--
	10-Feb-06
	Completed

	PanDA production scalability test
	20-Feb-06
	--
	20-Feb-06
	Completed

	Active disk space management
	28-Feb-06
	--
	28-Feb-06
	Completed

	PanDA deployment at Indiana U
	15-Mar-06
	--
	15-Mar-06
	Completed

	Brokerage based on dynamic site resource information
	10-Apr-06
	--
	10-Apr-06
	Completed

	Site usage monitoring and reporting to OSG
	15-Apr-06
	--
	15-Apr-06
	Completed

	Teraport site integrated
	15-Apr-06
	--
	15-Apr-06
	Completed

	CERN instance of PanDA server deployed
	15-May-06
	--
	15-May-06
	Completed

	PanDA monitor extended to multi-instance, multi-site deployment
	20-May-06
	--
	20-May-06
	Completed

	User quota system integrated
	10-Jun-06
	--
	10-Jun-06
	Completed

	New DQ2 major release integrated
	15-Jun-06
	--
	15-Jun-06
	Completed

	Support grid data access from pilot jobs based on uberftp
	15-Jun-06
	--
	15-Jun-06
	Completed

	SLAC site integrated
	20-Jun-06
	--
	20-Jun-06
	Completed

	Support direct posix access to SE-resident data from PanDA jobs
	15-Jul-06
	[New]
	15-Jul-06
	Completed

	Deploy grid data access from pilot jobs, for opportunistic site support
	31-Jul-06
	[New]
	31-Jul-06
	Completed

	User quota system deployed
	31-Aug-06
	[New]
	31-Aug-06
	Completed

	Define initial program in generic PanDA (OSG extensions)
	10-Sep-06
	[New]
	10-Sep-06
	Completed

	Define initial program in PanDA/Condor OSG collaboration (OSG extensions)
	10-Sep-06
	[New]
	10-Sep-06
	Completed

	Establish BNL Condor testbed for PanDA/Condor program
	30-Sep-06
	[New]
	30-Sep-06
	Completed


21. Is the U.S. core software portfolio sufficiently balanced to offer U.S. researchers a good chance to participate effectively in the initial science of the LHC?

· Please list your priorities and metrics in this area.
The software effort portfolio is well balanced, emphasizing core software, 
data access and I/O infrastructure, and distributed data management, while covering 
the spectrum of software needs.  This effort allocation, tabulated under Question 18, is part of a deliberate strategy that has been in place for several years, one that will pay dividends for U.S. ATLAS physics in early data taking and analysis.  This effort allocation directly reflects our priorities in the above stated core software effort, application software and analysis support center. We plan to retain these foci in the coming years, with some shift of emphasis within these areas from development into operations and analysis support as indicated in the answer to Question 18.  
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Sheet1

		

						US ATLAS Site Network Connectivity

						Type of Site		Site		Connectivity Current		Connectivity in 2008

						Tier-1		BNL		2 x 10GE		2 x 10GE

						Tier-2		GL (UM/MSU)		10GE		2 x 10GE

								MW (IU/UC)		10GE		10GE

								NE (BU/Harvard)		1GE		10GE

								SW (UTA/OU/Langston)		1GE-10GE		1GE-10GE

								W (SLAC)		4GE		2 x 10GE
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Sheet1

		

						FY07		FY08		FY09		FY10		FY11

		2.2.1		Coordination		1		1		1		1		1

		2.2.2		Core Services		8		8		7		7		7

		2.2.3		Data Management		7		7		7		7		7

		2.2.4		Distributed Software		3.5		3.5		3.5		3.5		3.5

		2.2.5		Application Support		5		5.5		5.5		5.5		5.5

		2.2.6		Infrastructure Support		2		2.5		2.5		2.5		2.5

		2.2.7		Analysis Support Center		2		3		3		3		3

		2.2		TOTAL		28.5		30.5		29.5		29.5		29.5
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Tier 1 US Capacity Motive

		

										CPU =		1.000

						multipliers for 2007 data				Disk =		1.000		US ATLAS fraction =				24%

										Tape =		1.500																				Auxillary US resources included						Yes

				Aggregate 2008												Aggregate Tier 1 Storage						US Tier 1 Share of Storage						Auxiliary US Tier 1						Total US Tier 1

				Tier 1 Storage Capacity												Capacity Required in 2008						Capacity Required in 2008						Storage Capacity in 2008						Storage Capacity in 2008

				(From Computing Model)

																		Disk (TB)		Tape (TB)				Disk (TB)		Tape (TB)				Disk (TB)		Tape (TB)				Disk (TB)		Tape (TB)

						Disk (TB)		Tape (TB)

		RAW				430		3040				RAW						430		4560				103		1094				0		0				103		1094

		ESD (current)				2570		900				ESD (current)						2570		1350				617		324				668		1026				1285		1350

		ESD (previous)				1290		900				ESD (previous)						1290		1350				310		324				0		0				310		324

		AOD				2830		360				AOD						2830		540				679		130				136		685				815		815

		TAG				30		0				TAG						30		0				7		0				7		7				14		7

		Calibration				2400		0				Calibration						2400		0				576		0				0		576				576		576

		MC RAW				0		800				MC RAW						0		1200				0		288				0		0				0		288

		MC ESD (current)				570		200				MC ESD (current)						570		300				137		72				228		228				365		300

		MC ESD (previous)				290		200				MC ESD (previous)						290		300				70		72				0		0				70		72

		MC AOD				630		80				MC AOD						630		120				151		29				30		30				181		59

		MC TAG				10		0				MC TAG						10		0				2		0				2		2				5		2

		Group User Data				1260		0				Group User Data						1260		0				302		302				302		302				605		605

		TOTAL STORAGE				12310		6480				TOTAL STORAGE						12310		9720				2954		2635				1374		2858				4329		5493

				Aggregate 2008												Aggregate Tier 1 CPU						US Tier 1 Share of CPU						Auxiliary US Tier 1						Total US Tier 1

				Tier 1 CPU Capacity												Capacity Required in 2008						Capacity Required in 2008						CPU Capacity in 2008						CPU Capacity in 2008

				(From Computing Model)

																		CPU (MSI2K)						CPU (MSI2K)						CPU (MSI2K)						CPU (MSI2K)

						CPU (MSI2K)

		Reconstruction				4.5						Reconstruction						5						1.2						0.0						1.2

		Calibration				0.5						Calibration						0.5						0.1						0.0						0.1

		Analysis				12.9						Analysis						13						3.1						2.6						5.7

		TOTAL CPU				17.9						TOTAL CPU						18.4						4.4						2.6						7.0

												ATLAS analysis CPU is adequate to allow a pass through complete ESD every fortnight =>																		26		per year

												US CPU Capacity scale set to ability to double the number of passes per unit time for one 20% ESD stream =>																		20%		of total analysis CPU

		Total ATLAS Capacity in 2008										(Depending on RAC decisions may actually be used differently but this sets a reasonable scale)

				CPU		Disk		Tape				Extra US CPU capacity relative to the MOU committed CPU capacity =>																		58%		=>		50%

				(MSI2K)		(PB)		(PB)				Extra US disk capacity scale set by need to store full ESD and extra AOD, TAG,  other User data  =>																		47%		=>		50%

		CERN Tier 0		4.1		0.4		6.2				Extra US tape capacity scale set by need to keep full backup dCache disk content on tape =>																		108%		=>		100%

		CERN AF		2.8		1.8		0.6

		Sum of Tier 1's		26.5		15.5		10.1				Total disk capacity exceeds tape capacity because disk has 70% efficiency factor (30% not effectively used) while tape has 100% efficiency factor.

		Sum of Tier 2's		21.1		10.1		0.0

		TOTAL		54.5		27.8		16.9





Oct 06 ATLAS Tier 1 Model

		New ATLAS Model Total Tier 1 Requirement (Including HI)

				2004		2005		2006		2007		2008		2009		2010		2011		2012

		CPU (kSI2k)								3,173		18,123		28,423		49,573		70,723		91,874

		Disk (TB)								2,157		9,939		19,686		39,488		56,191		72,894

		Tape (TB)								1,543		7,694		14,950		28,698		44,930		63,645

		CPU Scale Factor										5.7		1.6		1.7		1.4		1.3

		HI Fraction of Above

				2004		2005		2006		2007		2008		2009		2010		2011		2012

		CPU								- 0		0.015		0.050		0.050		0.050		0.050

		Disk								- 0		0.045		0.100		0.100		0.105		0.110		From Rogers's ICB presentation Sept 06

		Tape								- 0		0.030		0.050		0.050		0.050		0.050

		New ATLAS Model Total Tier 1 Requirement (PP only)

				2004		2005		2006		2007		2008		2009		2010		2011		2012		HI Included =

		CPU (kSI2k)								3,173		17,851		27,002		47,094		67,187		87,280				1

		Disk (TB)								2,157		9,492		17,717		35,539		50,291		64,876		HI Effort =		1

		Tape (TB)								1,543		7,463		14,203		27,263		42,684		60,463

		Assumed US share is  =						24%

		US ATLAS Tier 1 Share of ATLAS Model Requirement

				2004		2005		2006		2007		2008		2009		2010		2011		2012

		CPU (kSI2k)		135		330		750		762		4,284		6,480		11,303		16,125		20,947

		Disk (TB)		38		150		350		518		2,278		4,252		8,529		12,070		15,570

		Tape (TB)		38		112		200		370		1,791		3,409		6,543		10,244		14,511

										CPU =		10%		This will give additional capacity								10%

		Assumed over capacity fraction for US physics								Disk =		10%		relative to that supplied from ATLAS								10%

										Tape =		20%		controlled resources								20%

		US ATLAS Local Aux Requirement

				2004		2005		2006		2007		2008		2009		2010		2011		2012

		CPU (kSI2k)		65		170		375		317		1,785		2,700		4,709		6,719		8,728

		Disk (TB)		37		75		175		216		949		1,772		3,554		5,029		6,488

		Tape (TB)		19		56		100		309		1,493		2,841		5,453		8,537		12,093

																						Eff. Adjust. =

		Total US ATLAS Tier 1 Requirement

				2004		2005		2006		2007		2008		2009		2010		2011		2012				Efficiencies

		CPU (kSI2k)		200		500		1,125		1,269		7,140		10,801		18,838		26,875		34,912				0.85

		Disk (TB)		75		225		525		1,048		4,610		8,606		17,262		24,427		31,511				0.70

		Tape (TB)		57		168		300		679		3,284		6,249		11,996		18,781		26,604				1.00

																						Smoothing =

		Total US ATLAS Tier 1 Required Install Capacity

				2004		2005		2006		2007		2008		2009		2010		2011		2012		14837%		122%		203%		150%		167%

		CPU (kSI2k)		200		500		1,125		2,834		7,140		11,598		18,838		26,875		34,912		372%		167%		179%		167%		167%

		Disk (TB)		75		225		525		1,556		4,610		8,921		17,262		24,427		31,511

		Tape (TB)		57		168		300		993		3,284		6,276		11,996		18,781		26,604

		Tier 1 Staff Level Profile

				2004		2005		2006		2007		2008		2009		2010		2011		2012

		Staff (FTE's)		6.5		10.5		15		20		20		20		20		20		20

		sec/year =		31,536,000

		Tape Bandwidth Required in 2008												2008 Data Volumes

								MB/sec						Raw		3000		TB/yr

		5 x Raw Data Access (2 Write / 3 Reads)						95						ESD		938		TB/yr

		5 x ESD Access (3 Writes / 1 Read Equiv)						149						AOD		188		TB/yr

		30 x AOD Access (Writes)						178		Expect to do skim every 2 wks

		50% for other activities						211		MC & Calib for example

		Total Required Bandwidth						633

		Disk Bandwidth Required in 2008

								MB/sec

		Mass storage staging						1,266

		WAN transfer staging						800		Expect peak WAN req ~ 400 MB/sec

		3 x Raw Data Access						57

		(30+10) x ESD Access						1,189

		(30x5 + 3x365) x AOD Accesss						7,402		Each Tier 2 x each set + 3 local access/day

		50x24x.001x365 x AOD						2,604		50 users, access 0.1% of AOD size 24 time/day (2-3 times/hr)

		50% for other activities						6,660		MC & Calib for example

		Total Required Bandwidth						19,979

																										Aggregate ATLAS Capacities for 2008

																										(Revised LHC Schedule, etc.)

																																		Oct '06

																												CPU		Disk		Tape

																												(MSI2K)		(PB)		(PB)

																										CERN Tier 0		3.7		0.2		2.4

																										CERN AF		2.1		1.0		0.4

																										Sum of Tier 1's		18.1		9.9		7.7

																										Sum of Tier 2's		17.7		7.7		- 0

																										TOTAL		41.6		18.8		10.4

		Average Network Rate Required (MByte/sec)																								US ATLAS Capacity in 2008

		(by Average Tier 1)																																Oct '06

																												CPU		Disk		Tape

				Inbound		Outbound																						(MSI2K)		(PB)		(PB)

		CERN		67		3																				Tier 1		7.1		4.6		3.3

		Other Tier 1's		36		36		Very rough modification of numbers by Roger to make "in" match "out" (no broadcast)																		Sum of Tier 2's		5.9		2.6		0.0

		Tier 2's		20		58		Take Roger's very rough number from Amsterdam (not vetted by ATLAS)

		TOTAL		123		97

		Network Capacity Required (MByte/sec)

		(by US ATLAS Tier 1)						Ratio by data volume of US Tier 1 relative to average Tier 1

								Factor of 2 to go from average to peak which sets requirement

				Inbound		Outbound

		CERN		651		29

		Other Tier 1's		350		350

		Tier 2's		194		563

		TOTAL		1195		942

		Installed Capacity		2 x λ => (2500)				Expert network advice says need factor of 2 to 3 head room for good operations

		Total US ATLAS Target Install Capacities														bgg Dec '06

				2006		2007		2008		2009		2010		2011		2012

		Tier 1

		CPU (kSI2k)		1,125		2,834		7,140		11,598		18,838		26,875		34,912

		Disk (TB)		525		1,556		4,610		8,921		17,262		24,427		31,511

		Tape (TB)		300		993		3,284		6,276		11,996		18,781		26,604

		WAN(Mb/sec)		2 x λ		2 x λ		2 x λ		3 x λ		4 x λ		4 x λ		4 x λ

		Tier 2

		CPU (kSI2k)		- 0		794		5,948		9,171		17,525		23,504		29,482

		Disk (TB)		- 0		428		2,633		4,458		7,525		10,571		13,617





Oct 06 ATLAS Tier 2 Model

				New ATLAS Model Total Tier 2 Requirement (Including HI)

						2004		2005		2006		2007		2008		2009		2010		2011		2012

				CPU (kSI2k)								2,336		17,495		26,973		51,545		69,128		86,712

				Disk (TB)								1,259		7,744		13,112		22,132		31,091		40,051

				Tape (TB)								- 0		- 0		- 0		- 0		- 0		- 0

				CPU Scale Factor										7.5		1.5		1.9		1.3		1.3

				HI Fraction of Above

						2004		2005		2006		2007		2008		2009		2010		2011		2012

				CPU								- 0		0.040		0.130		0.125		0.135		0.140

				Disk								- 0		0.040		0.095		0.100		0.100		0.100		From Rogers's ICB presentation Sept 06

				Tape								- 0		- 0		- 0		- 0		- 0		- 0

				New ATLAS Model Total Tier 2 Requirement (Including HI)

						2004		2005		2006		2007		2008		2009		2010		2011		2012		HI Included =

				CPU (kSI2k)								2,336		17,495		26,973		51,545		69,128		86,712				0

				Disk (TB)								1,259		7,744		13,112		22,132		31,091		40,051		HI Effort =		1

				Tape (TB)								- 0		- 0		- 0		- 0		- 0		- 0

				Assumed US share is  =						24%

				US ATLAS Tier 2 Share of ATLAS Model Requirement

						2004		2005		2006		2007		2008		2009		2010		2011		2012

				CPU (kSI2k)		- 0		- 0		- 0		561		4,199		6,474		12,371		16,591		20,811

				Disk (TB)		- 0		- 0		- 0		302		1,859		3,147		5,312		7,462		9,612

				Tape (TB)		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0

												CPU =		10%		This will give additional capacity								10%

				Assumed over capacity fraction for US physics								Disk =		10%		relative to that supplied from ATLAS								10%

												Tape =		0%		controlled resources								0%

				US ATLAS Local Aux Requirement

						2004		2005		2006		2007		2008		2009		2010		2011		2012

				CPU (kSI2k)		- 0		- 0		- 0		234		1,750		2,697		5,155		6,913		8,671

				Disk (TB)		- 0		- 0		- 0		126		774		1,311		2,213		3,109		4,005

				Tape (TB)		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0

																								Eff. Adjust. =

				Total US ATLAS Tier 2 Requirement

						2004		2005		2006		2007		2008		2009		2010		2011		2012				Efficiencies

				CPU (kSI2k)		- 0		- 0		- 0		794		5,948		9,171		17,525		23,504		29,482				0.75		~ weighted average of 60 for analysis and 95 for simulation

				Disk (TB)		- 0		- 0		- 0		428		2,633		4,458		7,525		10,571		13,617				0.70

				Tape (TB)		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0				1.00

																								Smoothing =

				Total US ATLAS Tier 2 Required Install Capacity

						2004		2005		2006		2007		2008		2009		2010		2011		2012		142%		142%		142%		142%		142%

				CPU (kSI2k)		- 0		- 0		- 0		794		5,948		9,171		17,525		23,504		29,482		142%		142%		142%		142%		142%

				Disk (TB)		- 0		- 0		- 0		428		2,633		4,458		7,525		10,571		13,617

				Tape (TB)		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0

						2005		2006		2007		2008		2009		2010

				Boston/Harvard

				CPU (funded)		210		350		730		1,090		1,600		- 0

				CPU (leveraged)		- 0		- 0		- 0		- 0		- 0		- 0

				Disk (funded)		40		170		370		480		630		- 0

				Disk (leveraged)		- 0		- 0		- 0		- 0		- 0		- 0

				Great Lakes

				CPU (funded)		- 0		137		331		605		993		1,404

				CPU (leveraged)		- 0		372		506		645		955		1,339

				Disk (funded)		- 0		70		169		309		492		696

				Disk (leveraged)		- 0		86		135		162		278		359

				Midwest

				CPU (funded)		360		510		900		1,100		1,300		- 0

				CPU (leveraged)		- 0		- 0		- 0		- 0		- 0		- 0

				Disk (funded)		50		130		260		465		790		- 0

				Disk (leveraged)		- 0		- 0		- 0		- 0		- 0		- 0

				SLAC

				CPU (funded)		- 0		111		427		872		1,503		2,505

				CPU (leveraged)		- 0		- 0		- 0		- 0		- 0		- 0

				Disk (funded)		- 0		64		244		498		858		1,430

				Disk (leveraged)		- 0		- 0		- 0		- 0		- 0		- 0

				Southwest

				CPU (funded)		500		900		1,500		1,700		2,100		- 0

				CPU (leveraged)		- 0		- 0		- 0		- 0		- 0		- 0

				Disk (funded)		60		200		380		540		700		- 0

				Disk (leveraged)		- 0		- 0		- 0		- 0		- 0		- 0

		Projected US ATLAS Tier 2 Capacities

						2007		2008		2009		2010		2011

		Northeast T2		CPU (kSI2k)		1,020		1,410		2,350		3,290		4,700

				Disk (TB)		310		540		900		1,260		1,800

		Great Lakes T2		CPU (kSI2k)		685		1,165		1,716		2,087		2,540

				Disk (TB)		194		403		678		886		1,142

		Midwest T2		CPU (kSI2k)		1,032		1,390		1,222		1,578		2,231

				Disk (TB)		287		400		520		565		800

		SLAC T2		CPU (kSI2k)		648		1,031		1,227		1,690		2,390

				Disk (TB)		193		368		562		775		1,096

		Southwest T2		CPU (kSI2k)		1,164		1,658		2,088		2,540		3,290

				Disk (TB)		296		611		853		1,158		1,594

		TOTAL US Tier 2's

				CPU (kSI2k)		4,549		6,654		8,603		11,185		15,151

				Disk (TB)		1,280		2,322		3,513		4,644		6,432

		Target Capacities

				CPU (kSI2k)		794		5,948		9,171		17,525		23,504

				Disk (TB)		428		2,633		4,458		7,525		10,571

																																												0%





Nov 06 Tier 1 Cost-Cap Model

		Recent Price / Performance Points												Assume procurments in Jan of each year

										2005		2006		2007		2008		2009		2010		2011		2012

		CPU  May 06		0.59		$/SI2K				0.77		0.67		0.44		0.29		0.19		0.13		0.08		0.06

		From Tony for purchased Opterons		0.70		CHF/SI2K

		Diskless for $2744 (4 x 1171)

		Central Disk + Server Jul 06		8,333		$/TB				12,811		10,260		6,769		4,466		2,946		1,944		1,282		846

		Shigeki/Razvan IBM Purchase		10,000		CHF/TB																																																				250		- 0		309		775		1,344		927		767		197		21

		18 TB of Disk for ~$150k

		Distributed Disk May 06		754		$/TB				1,172		866		572		377		249		164		108		71

		Farm purchase from Tony		905		CHF/TB

		4x500 - 64 = 1936 GB for $1460

																																																																0

		Tape Robotics Dec 05		0.08		$/GB				0.11		0.083		0.083		0.042		0.042		0.021		0.021		0.010

		6000 400 GB slots from STK		0.10		CHF/GB

		for $200k																																																						Tape Drive Cost $k		12

																																																								Ratio TB/kSI2k for node		0.63

		Tape Drives Dec 05		200		$/MB/sec				200		200		200		100		100		100		100		50																																Min required central disk		5%

		Expect 60 MB/sec LTO		240		CHF/MB/sec																																																		Min annual capital		1

		for $12k																																																						Silo Cost		200

																																																								Cartridges in a Silo		6500

		Tape Cartridges Jun 06		0.16		$/GB				0.37		0.27		0.16		0.08		0.08		0.08		0.04		0.04																																Total Required Cartridges						1,170		3,186		6,443		10,306		13,136		16,390		18,230

		400 GB LTO GEN3 Cartridge		0.20		CHF/GB																																																		Number of silos =				0		1		1		1		2		3		3		3

		for $65																																																						Number of new silos =						1		0		0		1		1		0		0

																																																								Surplus=				0		0		0		0		0		0		0		0

		Disk Server Jun 06		80		$/MB/sec				96		98		65		43		28		19		12		8																																Direct Surplus=				0		0		0		0		0		0		0		0

		50 MB/sec NFS Linux server		96		CHF/MB/sec																								For flat funding profile, if you run 3 year old but not 4 your old equipment you discard ~10% of previous year total as new is added

		for $4k																																																						New tape type flag=				0		0		0		1		0		0		0		1

																														Software & Maintenance Overhead		0.21																								Cost of all new Drives=				0		0		0		108		0		0		0		408

		HPSS Servers & Cache Apr 06		650		$/MB/sec				1,561		747		493		325		214		141		93		62						Capital Overhead		0.1																								Cost of additional Drives=				30		48		60		0		84		180		204		0

		200 MB/sec server from IBM		780		CHF/MB/sec																								Infrastructure fraction		0.05																								Effective cost=				30		48		60		108		84		180		204		408

		for $130k																												Final annual sftwr & lic		200																								Actual cost with recovery=				30		48		60		72		84		180		204		280

																																																								Tape Drive Count=				3		4		9		9		16		15		32		34

		CHF/$ =		1.2																																																				Factor to reduce procurment to match funds if necessary				1		1		1		1		1		1		1		1

		Performance/Price Doubling Time		20		Months																				Maintenance				Detailed Equipment Cost Profile (At Year $K)

		Density Doubling Tiime		22		Months																				Factor

																																2005		2006		2007		2008		2009		2010		2011		2012						100%						2004		2005		2006		2007		2008		2009		2010		2011		2012

																										0.01				CPU		0		275		775		1467		1438		1840		1164		818						36%		62%		CPU		0		0		367		775		1467		1438		1840		1164		818

																										0.02				Distributed Disk		0		254		575		1142		1062		1359		766		496						26%				Distributed Disk		0		0		285		575		1142		1062		1359		766		496

																										0.13				Central Disk		0		32		190		142		142		142		142		142						4%		17%		Central Disk		0		0		38		190		142		142		142		142		142

																										0.16				Tape Robotics		0		200		0		0		200		200		0		0						3%				Disk Servers		0		0		0		0		0		0		0		0		0

																										0.16				Tape Drives		0		48		60		72		84		180		204		280						4%				Tape Robotics		0		0		200		0		0		200		200		0		0

																										0.13				HPSS Disk & Servers		0		247		148		156		180		255		190		148						6%				Tape Drives		0		0		48		60		72		84		180		204		280

																										0.13				LAN		0		139		278		441		440		559		374		277						12%		12%		HPSS Servers		0		0		179		148		156		180		255		190		148

																										0.01				Other Infrastructure		0		0		0		0		0		0		0		0						0%				LAN		0		0		146		278		441		440		559		374		277

																														Overhead		0		119		203		342		355		454		284		216						9%				Other Infrastructure		0		0		0		0		0		0		0		0		0

																														Total		0		1314		2228		3762		3902		4989		3124		2378						100%		91%		Overhead		0		0		126		203		342		355		454		284		216

																																																								Total		0		0		1389		2228		3762		3902		4989		3124		2378

																														Profile of Estimate of Delivered Capacity

																																																								ACF Capacity Profile

																																2005		2006		2007		2008		2009		2010		2011		2012

																														CPU (kSI2k)		740		1,211		2,834		7,559		14,246		27,255		38,365		49,275												2004		2005		2006		2007		2008		2009		2010		2011		2012

																														Distributed Disk (TBytes)		200		529		1,534		4,562		8,832		17,112		24,184		31,127										CPU (kSPECint95)				740		1,211		2,834		7,559		14,246		27,255		38,365		49,275

																														Central Disk (Tbytes)		25		26		52		78		119		180		273		414										Distrib. Disk (TBytes)				200		529		1,534		4,562		8,832		17,112		24,184		31,127

																										Proporational to box count with no assumed improvement in serving capacity of box (50MB/sec) =>				Disk (GBytes/sec)		- 0		10.6		34.9		78.4		108.8		145.6		147.8		137.1										Disk (TBytes)				25		26		52		78		119		180		273		414

								and assume a box costs						2.5																Tape (PBytes)		0.168		0.300		0.993		3.284		6.276		11.996		18.781		26.604										Disk (GBytes/sec)				- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0

																														Tape (MBytes/sec)		60		300		600		1,080		1,920		3,720		5,760		8,160										Tape (PBytes)				0.2		2.6		2.6		5.2		10.0		29.6		29.6		59.3

																																																								Tape (MBytes/sec)				60		300		600		1,080		1,920		3,720		5,760		8,160

																																																				10%

																																																										0.9		0.95		1		1		1		1		1		1		1

																														Use Distributed Disk?		Yes																								Disk in transition		0		187		525		1556		4610		8921		17262		24427		31511

																														CPU Compare

																																2005		2006		2007		2008		2009		2010		2011		2012

																														Delivered		740		1,211		2,834		7,559		14,246		27,255		38,365		49,275										Distrib. Disk (TBytes)		-0		170		499		1,504		4,532		8,802		17,082		24,154		31,097

																														Projected Requirement		740		1,125		2,834		7,140		11,598		18,838		26,875		34,912

																																																								Tape (PBytes)		- 0		0.168		2.612		2.612		5.224		10.024		29.647		29.647		59.295

																														Disk Compare

				Summary of Estimated Requirements																												2005		2006		2007		2008		2009		2010		2011		2012

																														Delivered		225		555		1,586		4,640		8,951		17,292		24,457		31,541

								FY '04		FY '05		FY '06		FY '07		FY '08		FY '09		FY '10		FY '11		FY '12						Projected Requirement		195		525		1,556		4,610		8,921		17,262		24,427		31,511

				CPU (KSI2K)						740

				Dist. Disk (TB)						200

				Cent. Disk (TB)						25		26		52		78		119		180		273		414						Tape Compare

				Tape Volume (TB)						168

				Tape bandwidth (MB/sec)						60																						2005		2006		2007		2008		2009		2010		2011		2012

				WAN bandwidth (Mb/sec)						368		1,380		2,346		2,829		4,405		5,606		6,483		6,922						Delivered		0.17		0.30		0.99		3.28		6.28		12.00		18.78		26.60

																														Projected Requirement		0.17		0.30		0.99		3.28		6.28		12.00		18.78		26.60

				Estimated Requirements as Used In Calculation																										Price/performance proj using X2 months		5.63		3.55		2.24		1.41		0.89		0.56		0.35		0.22

																														18

								FY '04		FY '05		FY '06		FY '07		FY '08		FY '09		FY '10		FY '11		FY '12

				CPU (kSI2k)						740		1,125		2,834		7,140		11,598		18,838		26,875		34,912

				Disk (TBytes)						195		525		1,556		4,610		8,921		17,262		24,427		31,511

				Tape (PBytes)						0.168		0.300		0.993		3.284		6.276		11.996		18.781		26.604

				Disk (GBytes/sec)						0.8		2.3		7		20		39		75		106		137

				Tape (MBytes/sec)						60		300		600		1,000		1,911		3,653		5,719		8,101

				Assume tape drive utilization efficiency =										67%

				Percent Central Disk =										5%

														2007		2008		2009

		CPU												3172		1148		-598

		Disk												1990		1643		1953

																7,974		14,322		24,472		37,258		51,881

												FY '06		FY '07		FY '08		FY '09		FY '10		FY '11		FY '12

		Installed capacity level ($k) =		350		for Central disk						34		52		78		119		180		273		414





MST & Labor Estimates

								FY '04		FY '05		FY '06		FY '07		FY '08		FY '09		FY '10		FY '11		FY '12						Model generalized from FY '04

																														( in FY '08 ATLAS will be of similar size to RHIC and share equally in most costs)

		TOTAL MST Costs						$   236,793		$   414,081		$   590,584		$   911,665		$   1,198,532		$   1,366,752		$   1,799,380		$   1,511,989		$   1,510,106						(assume linear scaling to there, box count dominates)

		Travel Costs						$   43,258		$   69,878		$   99,825		$   133,100		$   133,100		$   133,100		$   133,100		$   133,100		$   133,100						person count x per person cost

		Per Person Travel Costs						$   6,655		$   6,655		$   6,655		$   6,655		$   6,655		$   6,655		$   6,655		$   6,655		$   6,655

		Training, Travel & Relocation						$   5,500		$   5,500		$   5,500		$   5,500		$   5,500		$   5,500		$   5,500		$   5,500		$   5,500						1 Major & 2 Lesser Trips/Year/Per $(2500 + 2x1500)

		Overhead on travel						$   1,155		$   1,155		$   1,155		$   1,155		$   1,155		$   1,155		$   1,155		$   1,155		$   1,155						21%		of above

		Non-Travel Personnel Associated Costs						$   47,977		$   77,501		$   110,715		$   147,620		$   147,620		$   147,620		$   147,620		$   147,620		$   147,620						person count x per person cost

		Non-travel Per Person Associated Costs						$   7,381		$   7,381		$   7,381		$   7,381		$   7,381		$   7,381		$   7,381		$   7,381		$   7,381

		Phone & Pager						$   800		$   800		$   800		$   800		$   800		$   800		$   800		$   800		$   800

		Space/Power Charge						$   2,500		$   2,500		$   2,500		$   2,500		$   2,500		$   2,500		$   2,500		$   2,500		$   2,500						for 100 ft^2 of office

		Personal Supplies						$   300		$   300		$   300		$   300		$   300		$   300		$   300		$   300		$   300						Pens, paper, CD's, books, manuals, etc.

		Equipment & upgrade						$   1,500		$   1,500		$   1,500		$   1,500		$   1,500		$   1,500		$   1,500		$   1,500		$   1,500						Desktops, Laptops, Printers, CD R/W, etc.

		Other						$   1,000		$   1,000		$   1,000		$   1,000		$   1,000		$   1,000		$   1,000		$   1,000		$   1,000						Visa charges, stipends, etc.

		Overhead on above						$   1,281		$   1,281		$   1,281		$   1,281		$   1,281		$   1,281		$   1,281		$   1,281		$   1,281						21%		of above

																														Added terminal *(0.50) in '08 for items that may be dropped below

																																								Estimates of What is Owed by ATLAS to RHIC for FY '03

		Software & License						$   31,103		$   61,541		$   91,979		$   122,417		$   152,855		$   152,855		$   152,855		$   152,855		$   152,855

		HPSS						$   10,500		$   30,375		$   50,250		$   70,125		$   90,000		$   90,000		$   90,000		$   90,000		$   90,000						HPSS = .5 * (2/40 + 1/15)*200k										$   9,167				HPSS = .5 * (1/40 + 1/15)*200k

		LSF						$   7,800		$   9,913		$   12,025		$   14,138		$   16,250		$   16,250		$   16,250		$   16,250		$   16,250						LSF = (300/2500)*65k										$   5,160				LSF = (124/1562)*65k

		Veritas						$   2,400		$   4,800		$   7,200		$   9,600		$   12,000		$   12,000		$   12,000		$   12,000		$   12,000						2x1200 per server																^

		Portland Compiler						$   3,300		$   3,300		$   3,300		$   3,300		$   3,300		$   3,300		$   3,300		$   3,300		$   3,300																						|

		AIX Support						$   1,500		$   2,063		$   2,625		$   3,188		$   3,750		$   3,750		$   3,750		$   3,750		$   3,750						250 x 6 AIX machines														Numbers from Ofer

		Network Software						$   40		$   80		$   120		$   160		$   200		$   200		$   200		$   200		$   200						10% of 4k

		Tivoli Share						$   200		$   400		$   600		$   800		$   1,000		$   1,000		$   1,000		$   1,000		$   1,000						10% of 20k

		Overhead on above						$   5,363		$   10,611		$   15,859		$   21,107		$   26,355		$   26,355		$   26,355		$   26,355		$   26,355						21%		of above

		Per Cent of above needing escalation						53%		36%		31%		28%		26%		26%		26%		26%		26%

		Hardware Maintenance						$   34,475		$   69,466		$   104,457		$   139,449		$   174,440		$   217,040		$   269,540		$   295,640		$   300,440

		Storage Tek						$   5,658		$   20,744		$   35,829		$   50,915		$   66,000		$   108,600		$   161,100		$   187,200		$   192,000						StorageTek = (2/40+1/15)*97k						Eventually		15%		of StorageTek Investiment (keep silo & drives for 6 years as archive)

		IBM Servers (HPSS)						$   10,800		$   12,600		$   14,400		$   16,200		$   18,000		$   18,000		$   18,000		$   18,000		$   18,000						Estim 15% of 72k						"

		Cisco Switch						$   11,000		$   22,000		$   33,000		$   44,000		$   55,000		$   55,000		$   55,000		$   55,000		$   55,000						Contract with CISCO						box (port) count up by x5

		Bkup Hardware Share						$   1,250		$   2,500		$   3,750		$   5,000		$   6,250		$   6,250		$   6,250		$   6,250		$   6,250						10% of 12.5k

		Overhead on above						$   5,766		$   11,622		$   17,478		$   23,334		$   29,190		$   29,190		$   29,190		$   29,190		$   29,190						21%		of above

		Material & Low Value Equipment						$   27,104		$   37,002		$   91,259		$   162,408		$   276,779		$   324,434		$   421,506		$   342,117		$   289,224

		Spares & infrastructure elements						$   22,400		$   30,580		$   75,421		$   134,222		$   228,743		$   268,127		$   348,352		$   282,741		$   239,028						5%		cur yr (391)      +				1%		of 3 prev. yr (475) install cap

		Overhead on above						$   4,704		$   6,422		$   15,838		$   28,187		$   48,036		$   56,307		$   73,154		$   59,376		$   50,196						(infra servers, SAN equip., cables, trades, NIC's, etc.)

		Media						$   34,485		$   67,155		$   42,525		$   136,171		$   225,259		$   294,198		$   562,297		$   333,524		$   384,543

		Tape						$   28,500		$   55,500		$   35,145		$   112,538		$   186,165		$   243,139		$   464,708		$   275,640		$   317,804						Experience indicates cost of						$   100		per cartridge

		Overhead on above						$   5,985		$   11,655		$   7,380		$   23,633		$   39,095		$   51,059		$   97,589		$   57,884		$   66,739						21%		of above

		Miscellaneous & Contingency		10%				$   18,392		$   31,539		$   49,824		$   70,499		$   88,479		$   97,505		$   112,462		$   107,133		$   102,324

		Average Overhead		21%

		Fraction to be escalated						25%		22%		22%		18%		14%		13%		10%		11%		11%

		MST Cost Details in FY '04 $

								FY '04		FY '05		FY 0'6		FY'07		FY '08		FY '09		FY '10		FY '11		FY '12

		Travel & Training						$   43,258		$   69,878		$   99,825		$   133,100		$   133,100		$   133,100		$   133,100		$   133,100		$   133,100

		Software & License						$   31,103		$   61,541		$   91,979		$   122,417		$   152,855		$   152,855		$   152,855		$   152,855		$   152,855

		Hardware Maintenance						$   34,475		$   69,466		$   104,457		$   139,449		$   174,440		$   217,040		$   269,540		$   295,640		$   300,440

		Materials, supplies, equip, services etc.						$   109,566		$   181,657		$   244,499		$   446,200		$   649,658		$   766,252		$   1,131,423		$   823,261		$   821,387

		Miscellaneous & Contingency						$   18,392		$   31,539		$   49,824		$   70,499		$   88,479		$   97,505		$   112,462		$   107,133		$   102,324

		Total MS&T						$   236,793		$   414,081		$   590,584		$   911,665		$   1,198,532		$   1,366,752		$   1,799,380		$   1,511,989		$   1,510,106

		Total Escalated MS&T						$   236,793		$   416,847		$   598,374		$   927,144		$   1,220,204		$   1,394,254		$   1,832,887		$   1,551,682		$   1,556,170						Assume		3%		MS&T escalation wher

																																		applicable

		MS&T Escalation wrt FY '04						1.0000		1.0300		1.0609		1.0927		1.1255		1.1593		1.1941		1.2299		1.2668

		Travel Cost Detail

		FTE Count						6.5		10.5		15		20		20		20		20		20		20

		Training, Travel & Relocation						$   5,500		$   5,500		$   5,500		$   5,500		$   5,500		$   5,500		$   5,500		$   5,500		$   5,500						1 Major & 3 Lesser Trips/Year/Per $(2500 + 3x1500)

		Overhead on travel (21%)						$   1,155		$   1,155		$   1,155		$   1,155		$   1,155		$   1,155		$   1,155		$   1,155		$   1,155						(13k for 4.5 for 1st 1/2 FY '03 => $5.8k)

		Per Person Travel Cost						$   6,655		$   6,655		$   6,655		$   6,655		$   6,655		$   6,655		$   6,655		$   6,655		$   6,655

		Travel						$   43,258		$   69,878		$   99,825		$   133,100		$   133,100		$   133,100		$   133,100		$   133,100		$   133,100						people count x per person cost

		Labor Profile Projection

								FY '04		FY '05		FY '06		FY '07		FY '08		FY '09		FY '10		FY '11		FY '12

		Projection (FTE's)						6.5		10.5		15		20		20		20		20		20		20

		Labor cost (FY '04 k$)						1,073		1,733		2,475		3,300		3,300		3,300		3,300		3,300		3,300						Assume		165		k per FTE in 2004

		Labor cost (@ year k$)						1,073		1,819		2,729		3,820		4,011		4,212		4,422		4,643		4,876						Assume		5%		labor escalation which

																																		is what I observe

		Labor Escalation wrt FY '04						1.0000		1.0500		1.1025		1.1576		1.2155		1.2763		1.3401		1.4071		1.4775

		Required External Input

								FY '04		FY '05		FY 0'6		FY'07		FY '08		FY '09		FY '10		FY '11		FY '12

		Staff Level (FTE's)						6.5		10.5		15		20		20		20		20		20		20

		Annual Installed Capital						k$   448		k$   522		k$   1,314		k$   2,228		k$   3,762		k$   3,902		k$   4,989		k$   3,124		k$   2,378

		Annual Installed StorageTek						k$   30		k$   30		k$   248		k$   60		k$   72		k$   284		k$   380		k$   204		k$   280

		Annual Tape Cartridge Count						285		555		330		1,057		1,748		2,283		4,363		2,588		2,984

		Running Sum of Cartridges (no repack)						285		840		1,170		2,227		3,975		6,258		10,621		13,209		16,193

		Running Sum of Cartridges (repack)						285		840		784		1,535		2,516		4,799		9,162		7,169		10,153





Summary Nov-Dec 06

		

																				bgg Jan '06

				2005		2006		2007		2008		2009		2010		2011		2012

		Staff Level (FTE's)		10.5		15		20		20		20		20		20		20

		Fully Loaded Salaries		1,733		2,475		3,300		3,300		3,300		3,300		3,300		3,300

		Travel & Training						133		133		133		133		133		133

		Software & License						122		153		153		153		153		153

		Hardware Maintenance						139		174		217		270		296		300

		Media						136		225		294		562		334		385

		Other supplies, equip, services etc.						310		424		472		569		490		437

		Miscellaneous & Contingency						70		88		98		112		107		102

		Total MST						912		1,199		1,367		1,799		1,512		1,510

		Linux CPU						775		1,467		1,438		1,840		1,164		818

		Disk						765		1,284		1,204		1,501		908		638

		Mass Storage						208		228		464		635		394		428

		LAN						278		441		440		559		374		277

		Overhead on Equipment						203		342		355		454		284		216

		Total Capital Equipment						2,228		3,762		3,902		4,989		3,124		2,378

		Total		1,733		2,475		6,439		8,261		8,568		10,088		7,936		7,188

																								- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0

																				bgg Jan '06

		($ Items below include overheads)		2005		2006		2007		2008		2009		2010		2011		2012

		On Project Staff Level (FTE's)		10.5		15		20		20		20		20		20		20

		Labor (Fully loaded salaries)		1,733		2,475		3,300		3,300		3,300		3,300		3,300		3,300

		MST (travel, maint, licen, etc)		- 0		- 0		912		1,199		1,367		1,799		1,512		1,510

		Capital Equipment		- 0		- 0		2,228		3,762		3,902		4,989		3,124		2,378

		Total		1,733		2,475		6,439		8,261		8,568		10,088		7,936		7,188

																bgg Dec 06

				2006		2007		2008		2009		2010		2011		2012

		Staff Level (FTE's)		15		20		20.0		20		20		20		20

		Fully Loaded Salaries		1,960		2,892		3,855		4,048		4,250		4,463		4,686

		Travel & Training		- 0		145		150		154		159		164		169

		Software & License		- 0		126		158		159		161		162		163

		Hardware Maintenance		- 0		139		174		217		270		296		300

		Media		- 0		136		225		294		562		334		385

		Other supplies, equip, services etc.		- 0		310		424		472		569		490		437

		Miscellaneous & Contingency		- 0		70		88		98		112		107		102

		Total MST		588		927		1,220		1,394		1,833		1,552		1,556

		Facility Space & Power		156		248		356		469		562		598		628

																												107%		145%		120%		100%		137%		155%

		Linux CPU		- 0		775		1,467		1,438		1,840		1,164		818						7,502		6,566				826		2,133		1,723		1,843		1,599		1,271

		Disk		- 0		765		1,284		1,204		1,501		908		638						6,300		3,448				691		1,200		655		1,023		586		405

		Mass Storage		- 0		208		228		464		635		394		428						2,357		850				120		62		288		104		57		99

		LAN		- 0		278		441		440		559		374		277						2,370		1,604				246		560		424		488		392		306

		Overhead on Equipment		- 0		203		342		355		454		284		216						1,853		1,097				166		348		272		304		232		183

		Total Capital Equipment		1,314		2,228		3,762		3,902		4,989		3,124		2,378						21,696		13,566				2,049		4,303		3,363		3,761		2,866		2,263

																								0.5992908026				(178)		541		(539)		(1,228)		(259)		(114)

		Total		4,018		6,295		9,193		9,813		11,634		9,736		9,248

		Jims July '04 numbers		1,743		2,852		4,356		5,941										bgg Jan '06

																								Profile with no US Specific Resources

																								2004		2005		2006		2007		2008		2009		2010		2011		2012

																								6.5		10.5		15		20		20		20		20		20		20

																						26,153		1,073		1,819		2,729		3,820		4,011		4,212		4,422		4,643		4,876		31,605

																						9,070		237		419		584		816		1,084		1,135		1,115		1,171		1,017		7,578

																						21,696		455		611		1,244		1,400		2,273		1,905		2,312		1,956		1,400		13,557

																						59,937		1,765		2,849		4,557		6,036		7,368		7,252		7,848		7,770		7,292		52,739

																																0.25										14%

		January '04 Tier 1 Profile (@ Year k$)

		($ Items below include overheads)		2004		2005		2006		2007		2008		2009		2010		2011		2012

		On Project Staff Level (FTE's)		6.5		10.5		15		20		20

		Labor (Fully loaded salaries)		1,076		1,825		2,738		3,833		4,024

		MST (travel, maint, licen, etc)		276		405		600		866		1,180

		Capital Equipment		397		668		1,104		1,334		3,263

		Total		1,749		2,898		4,441		6,032		8,468		- 0		- 0		- 0		- 0

										4%		9%

																				bgg Jan '06

		January 2005 Profile																																										Projection of US Tier 1 Resources Supplied to ATLAS

																																																								March 2005

				2004		2005		2006		2007		2008		2009		2010		2011		2012				2004		2005		2006		2007		2008		2009		2010		2011		2012				US-ATLAS Tier 1		2004		2005		2006		2007		2008		2009		2010		2011		2012

		CPU (kSI2K)		740		1,211		2,834		7,559		14,246		27,255		38,365		49,275		- 0				200		500		1,125		2,558		5,300		9,520		16,266		24,765		34,879				CPU (kSI2K)		200		500		1,125		2,558		5,300		9,520		16,266		24,765		34,879

		Disk (PBytes)		0.20		0.53		1.53		4.56		8.8		17.1		24.2		31.1		- 0				0.08		0.23		0.53		1.11		3.1		4.6		8.4		11.4		14.4				Disk (TBytes)		84		225		525		1,108		3,093		4,619		8,374		11,399		14,424

		Disk (GBytes/sec)		25.0		26.3		51.7		78.4		118.8		180.1		272.9		413.7		- 0				3.0		7.0		12.2		20.0		29.5		38.6		47.5		53.9		57.7				Tape (TBytes)		57		168		300		603		2,023		3,707		6,175		9,012		12,220

		Tape (PBytes)		- 0		10.59		34.92		78.37		108.8		145.6		147.8		137.1		- 0				0.06		0.17		0.30		0.60		2.0		3.7		6.2		9.0		12.2				Tape (MBytes/sec)		60		90		180		360		600		1,080		1,920		2,640		3,840

		Tape (MBytes/sec)		0		0		1		3		6		12		19		27		- 0				60		90		180		360		600		1,080		1,920		2,640		3,840				WAN (Mbits/sec)		622		2,488		2,488		9952 (λ)		2 x λ		2 x λ		4 x λ		4 x λ		4 x λ

		WAN (Mbits/sec)		622		2,488		2,488		9952 (λ)		2 x λ		2 x λ		4 x λ		4 x λ		4 x λ				622		2,488		2,488		9952 (λ)		2 x λ		2 x λ		4 x λ		4 x λ		4 x λ

		January 2004 Profile																																										Updated Numbers for US CMS Tier 1

																																																March 2005

				2004		2005		2006		2007		2008		2009		2010		2011		2012																								US-ATLAS Tier 1		2006		2007		2008

		CPU (kSI2K)		125		250		750		1,500		5,000																																CPU (kSI2K)		728		1792		4256

		Disk (TBytes)		25		50		143		300		1,000																																Disk (TBytes)		100		700		1986

		Disk (MBytes/sec)		400		1,000		3,000		6,000		20,000																																Tape (TBytes)		250		300		3224

		Tape (PBytes)		0.10		0.21		0.32		0.86		2.05																																Tape (MBytes/sec)		240		240		900

		Tape (MBytes/sec)		60		60		120		240		360

		WAN (Mbits/sec)		622		2488		2488		9952 (λ)		λ																																Number from Lothar via Email on 17 March 2005

		January 2005 Profile - 10% Central Disk																						Profile with no US Specific Resources

				2004		2005		2006		2007		2008		2009		2010		2011		2012				2004		2005		2006		2007		2008		2009		2010		2011		2012

		Linux CPU		- 0		- 0		775		1,467		1,438		1,840		1,164		818		- 0				250		356		496		748		958		1001		1071		929		762

		Disk		- 0		- 0		765		1,284		1,204		1,501		908		638		- 0				116		100		285		363		801		438		683		391		270

		Mass Storage		- 0		- 0		208		228		464		635		394		428		- 0				30		34		231		45		48		59		76		243		72

		LAN		- 0		- 0		278		441		440		559		374		277		- 0				22		72		133		130		282		254		294		234		183

		Overhead on Equipment		- 0		- 0		203		342		355		454		284		216		- 0				37		49		101		113		184		154		187		158		113

		Total Capital Equipment		- 0		- 0		2,228		3,762		3,902		4,989		3,124		2,378		- 0		- 0		455		611		1,244		1,400		2,273		1,905		2,312		1,956		1,400		13,557

																																0.72										0%

		January 2004 Profile - All Central Disk

				2004		2005		2006		2007		2008		2009		2010		2011		2012

		Linux CPU		129		118		296		293		926

		Disk		185		236		588		603		1,793

		Mass Storage		30		170		30		80		30

		LAN		20		90		100		250		250

		Overhead on Equipment		32		54		89		108		264

		Total Capital Equipment		397		668		1,104		1,334		3,263

																																						bgg Dec '06

		Projected Tier 1 Capacity Profile																bgg Nov '06				US Tier 1 Pledge / Plan to Pledge Capacity Profile

				2006		2007		2008		2009		2010		2011		2012								2005		2006		2007		2008		2009		2010		2011		2012

		CPU (MSI2K)		1.21		2.8		7.6		14.2		27.3		38.4		49.3						CPU (MSI2K)		- 0		0.8		0.9		5.0		7.6		13.3		19.0		24.6

		Disk (PBytes)		0.56		1.6		4.6		9.0		17.3		24.5		31.5						Disk (PBytes)		- 0		0.4		0.7		3.3		6.1		12.2		17.2		22.2

		Tape (PBytes)		0.30		1.0		3.3		6.3		12.0		18.8		26.6						Tape (PBytes)		- 0		0.2		0.4		1.8		3.4		6.5		10.2		14.5

		Tape (MBytes/sec)		300		600		1,080		1,920		3,720		5,760		8,160

		WAN (Mbits/sec)		2 x λ		2 x λ		2 x λ		3 x λ		4 x λ		4 x λ		4 x λ

																																						bgg Dec '06

		Projected Tier 1 Cost Profile (@ Year k$)																bgg Dec '06				US Tier 1 US Use Capacity Profile

		($ Items below include overheads)		2006		2007		2008		2009		2010		2011		2012								2005		2006		2007		2008		2009		2010		2011		2012

		On Project Staff Level (FTE's)		15		20		20.0		20		20		20		20						CPU (MSI2K)		- 0		0.4		1.9		2.5		6.6		14.0		19.4		24.6

		Labor (Fully loaded salaries)		1,960		2,892		3,855		4,048		4,250		4,463		4,686						Disk (PBytes)		- 0		0.2		0.8		1.4		2.9		5.1		7.2		9.3				Using and projecting Chucks labor numbers

		MST (travel, maint, licen, etc)		588		927		1,220		1,394		1,833		1,552		1,556						Tape (PBytes)		- 0		0.1		0.6		1.5		2.9		5.5		8.5		12.1				Revise MST for media

		Facility Space & Power		156		248		356		469		562		598		628				<====																						Revised space and new power estimates

		Capital Equipment		1,314		2,228		3,762		3,902		4,989		3,124		2,378

		Total		4,018		6,295		9,193		9,813		11,634		9,736		9,248

				^																				^

				Not recalculated																0%				Not recalculated

		fraction of CPU Capacity				108%		100%		106%		123%		145%		143%		141%						0.4		0.8		0.9		5.1		8.0		14.0		20.0		25.9

		fraction of DiskCapacity				106%		102%		101%		100%		100%		100%		100%						0.2		0.4		0.7		3.4		6.7		13.5		19.3		25.0

		fraction of CPU/Disk Capacity				107%		101%		103%		112%		122%		121%		121%						0.1		0.2		0.4		1.8		3.6		6.9		10.8		15.3

		March - Sept 05 numbers

		($ Items below include overheads)		2005		2006		2007		2008		2009		2010		2011		2012

		On Project Staff Level (FTE's)		10.5		15		20		20		20		20		20		20

		Labor (Fully loaded salaries)		1,819		2,729		3,820		4,011		4,212		4,422		4,643		4,876

		MST (travel, maint, licen, etc)		420		588		1,010		1,383		1,498		1,438		1,465		1,271

		Capital Equipment		611		1,247		1,949		3,869		3,080		3,457		2,619		2,270

		Total		2,851		4,564		6,779		9,263		8,790		9,317		8,728		8,417

				2006		2007		2008		2009		2010		2011		2012

		Delivered Capacity		1.21		2.9		6.3		10.2		15.6		21.9		51.9		No MR

		Total Required Capacity		1,125		2,377		7,974		14,322		24,472		37,258		51,881

		Capacity MoU Committed to ATLAS		1,125		1,580		5,300		9,520		16,266		24,765		34,485

				2006		2007		2008		2009		2010		2011		2012

		Delivered Capacity		1.2		2.9		6.3		10.2		15.6		21.9		51.9		No MR

		Total Required Capacity		1.1		2.4		8.0		14.3		24.5		37.3		51.9

		Capacity MoU Committed to ATLAS		1.1		1.6		5.3		9.5		16.3		24.8		34.5

		Projected Total Facilities Cost

		($ Items below include overheads)		2007		2008		2009		2010		2011

		On Program Staff Level (FTE's beyond '07)		20		20		20		20		20

		Labor (Fully loaded salaries)		2,892		3,855		4,048		4,250		4,463

		MST (travel, maint, licen, etc)		927		1,220		1,394		1,833		1,552

		Facility Space & Power		248		356		469		562		598

		Capital Equipment		2,228		3,762		3,902		4,989		3,124

		Tier 1 Total		6,295		9,193		9,813		11,634		9,736

		Tier 2 Total		3,000		3,000		3,000		3,000		3,000

		Total		9,295		12,193		12,813		14,634		12,736





Synergy

		Tables indicate effort supporting aspects of the RHIC or the ATLAS programs

		Current Facility										Synergistic Saving

				RCF		ACF		TOTAL						Req		Sav		TOTAL

		Linux CPU		3.1		1.5		4.6				Linux CPU		5		2		7

		Mass Storage		3.5		0.7		4.2				Mass Storage		5		2		7

		Disk Systems		2.5		1.1		3.6				Disk Systems		5		2		7

		User Support		2.8		0.6		3.4				User Support		6		1		7

		Local Infrastructure		2.4		0.5		2.9				Local Infrastructure		5		1		6

		Grid Services		1.5		4		5.5				Grid Services		8		2		10

		LAN/WAN		0.6		0.7		1.3				LAN/WAN		2		0.5		2.5

		Admin		2.6		1.4		4				Admin		4		1.5		5.5

		TOTAL		19		10.5		29.5				TOTAL		40		12		52

		A RHIC Standalone Facility										Synergistic Shared Facility

				RCF		Add.		TOTAL						RCF		ACF		TOTAL

		Linux CPU		3.1		0.9		4				Linux CPU		3		2		5

		Mass Storage		3.5		0.5		4				Mass Storage		3		2		5

		Disk Systems		2.5		1		3.5				Disk Systems		2.5		2.5		5

		User Support		2.8		1.2		4				User Support		3.5		2.5		6

		Local Infrastructure		2.4		1.1		3.5				Local Infrastructure		3		2		5

		Grid Services		1.5		1.5		3				Grid Services		2		6		8

		LAN/WAN		0.6		0.4		1				LAN/WAN		1		1		2

		Admin		2.6		0.4		3				Admin		2		2		4

		TOTAL		19		7		26				TOTAL		20.0		20.0		40.0

		Two Standalone Facilities										Areas of Facility Increase

				RCF		ACF		TOTAL						RCF		ACF		TOTAL

		Linux CPU		4		3		7				Linux CPU		-0.1		0.5		0.4

		Mass Storage		4		3		7				Mass Storage		-0.5		1.3		0.8

		Disk Systems		3.5		3.5		7				Disk Systems		0		1.4		1.4

		User Support		4		3		7				User Support		0.7		1.9		2.6

		Local Infrastructure		3.5		2.5		6				Local Infrastructure		0.6		1.5		2.1

		Grid Services		3		7		10				Grid Services		0.5		2		2.5

		LAN/WAN		1		1.5		2.5				LAN/WAN		0.4		0.3		0.7

		Admin		3		2.5		5.5				Admin		-0.6		0.6		0

		TOTAL		26		26		52				TOTAL		1.0		9.5		10.5

		FY '06Facility Staff Evolution										FY '06 ATLAS Staff Evolution										ATLAS Synergistic Savings

				FY 05		Add.		FY 06						Now		Add.		TOTAL						Standalone		Combined		Saving

		Linux CPU		4.6		0		4.6				Linux CPU		1.5		0		1.5				Linux CPU		3.0		2.0		1.0

		Mass Storage		4.2		0.5		4.7				Mass Storage		0.7		0.5		1.2				Mass Storage		3.0		2.0		1.0

		Disk Systems		3.6		0.5		4.1				Disk Systems		1.1		0.5		1.6				Disk Systems		3.5		2.5		1.0

		User Support		3.4		1		4.4				User Support		0.6		1		1.6				User Support		3.0		2.5		0.5

		Local Infrastructure		2.9		2		4.9				Local Infrastructure		0.5		0.5		1				Local Infrastructure		2.5		2.0		0.5

		Grid Services		5.5		2		7.5				Grid Services		4		2		6				Grid Services		7.0		6.0		1.0

		LAN/WAN		1.3		0		1.3				LAN/WAN		0.7		0		0.7				LAN/WAN		1.5		1.0		0.5

		Admin		4		0		4				Admin		1.4		0		1.4				Admin		2.5		2.0		0.5

		TOTAL		29.5		6		35.5				TOTAL		10.5		4.5		15.0				TOTAL		26.0		20.0		6.0

												Long Term ATLAS Staff Evolution										Evolution of ATLAS Staffing

														Now		Add.		TOTAL						FY '05		FY '06		FY '07=>

												Linux CPU		1.5		0.5		2				Linux CPU		1.5		1.5		2.0

												Mass Storage		0.7		1.3		2				Mass Storage		0.7		1.2		2.0

												Disk Systems		1.1		1.4		2.5				Disk Systems		1.1		1.6		2.5

												User Support		0.6		1.9		2.5				User Support		0.6		1.6		2.5

												Local Infrastructure		0.5		1.5		2				Local Infrastructure		0.5		1.0		2.0

												Grid Services		4		2		6				Grid Services		4.0		6.0		6.0

												LAN/WAN		0.7		0.3		1				LAN/WAN		0.7		0.7		1.0

												Admin		1.4		0.6		2				Admin		1.4		1.4		2.0

												TOTAL		10.5		9.5		20.0				TOTAL		10.5		15.0		20.0





Comparison Template

		

		No Dedicate US Capacity

		($ Items below include overheads)		2005		2006		2007		2008		2009		2010		2011		2012

		On Project Staff Level (FTE's)		10.5		15		20		20		20		20		20		20

		Labor (Fully loaded salaries)		1,300		1,960		2,892		3,855		4,048		4,250		4,463		4,686

		MST (travel, maint, licen, etc)		378		581		833		1,133		1,211		1,182		1,216		1,056

		Facility Space & Power		55		98		137		165		206		239		239		239

		Capital Equipment		611		1,314		1,337		2,627		2,374		2,727		1,879		1,543

		Total		2,344		3,953		5,199		7,780		7,839		8,398		7,797		7,524

		Dedicated US Capacity Included

		($ Items below include overheads)		2005		2006		2007		2008		2009		2010		2011		2012

		On Project Staff Level (FTE's)		10.5		15		20		20		20		20		20		20

		Labor (Fully loaded salaries)		1,300		1,960		2,892		3,855		4,048		4,250		4,463		4,686

		MST (travel, maint, licen, etc)		380		584		1,049		1,410		1,549		1,491		1,536		1,283

		Facility Space & Power		55		98		137		248		310		360		360		360

		Capital Equipment		611		1,314		2,220		3,821		3,181		3,754		2,614		2,094

		Total		2,346		3,957		6,298		9,334		9,087		9,856		8,972		8,424

		Incremental Cost of Dedicated US Capacity

		($ Items below include overheads)		2005		2006		2007		2008		2009		2010		2011		2012

		On Project Staff Level (FTE's)		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0

		Labor (Fully loaded salaries)		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0

		MST (travel, maint, licen, etc)		2		3		216		277		337		310		320		227

		Facility Space & Power		- 0		- 0		- 0		83		104		121		121		121

		Capital Equipment		- 0		- 0		883		1,195		806		1,028		735		552

		Total		2		3		1,099		1,555		1,248		1,458		1,175		900

		Annual % of Cost into US Capacity		0%		0%		17%		17%		14%		15%		13%		11%

				2005		2006		2007		2008		2009		2010		2011		2012





Power

		

		Numbers from Tony 6 Dec '06

		ATLAS Power Projection

				FY '06		FY '07		FY '08		FY '09		FY '10		FY '011		FY '12

		KW		190		293		424		563		674		722		763

		MWH		1664		2567		3714		4932		5904		6325		6684

		Cost (k$)		133		205		297		395		472		506		535

		% of RHIC/ACF		25		33		40		46		49		54		54

		*  = Assume 1st new HPSS silo for ATLAS in FY '09 uses 15 kW

		** = Assume 2nd new HPSS silo for ATLAS in FY '10 uses 15 kW

		Assume cost/MWH is $80

		From Above

		US ATLAS Tier 1 Projected Power Cost

				FY '06		FY '07		FY '08		FY '09		FY '10		FY '011		FY '12

		Tier 1 Power (MW-Hr)		1664		2567		3714		4932		5904		6325		6684

		Unit Cost ($/MW-Hr)		85		85		85		85		85		85		85

		Power Cost (k$)		141		218		316		419		502		538		568

		Old Estimate of Same was

		US ATLAS Tier 1 Projected Power Cost

				FY ' 06		FY ' 07		FY ' 08		FY ' 09		FY ' 10		FY ' 11		FY '12

		Tier 1 Power (kW-Hr)		2,236,954		4,034,506		6,033,888		7,332,120		8,167,824		8,664,516		8,915,490

		Unit Cost ($/kW-Hr)		0.085		0.085		0.085		0.085		0.085		0.085		0.085

		Power Cost (k$)		190		343		513		623		694		736		758

		Cost from one of above		141		218		316		419		502		538		568

		used in facility totals

		US ATLAS Tier 1 Projected Power Cost

				FY '07		FY '08		FY '09		FY '10		FY '011

		Tier 1 Power (MW-Hr)		2567		3714		4932		5904		6325

		Unit Cost ($/MW-Hr)		85		85		85		85		85

		Power Cost (k$)		218		316		419		502		538





Staff Breakdown 06

				FY '06 Personnel Accounting Plan for RCF/ACF - July 2006																																Current Effort Distribution by Project

						Sources of Support								CPU		Mass				User		Fabric		Grid		LAN/WAN

						TOTAL		RHIC		US ATLAS		Other		Farm		Storage		Disk		Support		Infrast.		Services		Network		Other		Admin		TOTAL				GUMs+		Oracle 3D		MySQL Optim		dCache Optim		WAN		FTS / DDM		Other																								Current RHIC Effort

																																				1.2		0.7		2		3.7		1.5		1.8																		RHIC Effort Distribution

				David Yu		1		1								0.5						0.5										1										0.2						0.8																		FY '05		FY '06

				Yingzi Wu		1				1								0.3						0.7								1						0.4				0.6						0																		FTE's		FTE's						FTE's

				John Hover		1				1														1								1				0.2				0.3						0.2		0.3																Linux Farms		3.2		3.9				Linux Farms		3.2

				Yuri Smirnov		1				1														1								1								0.9								0.1																Mass Storage		3.6		3.4				Mass Storage		3.6

				Dimitrios Katramatos		1						1																1				1								0.1				0.8				0.1																User Support		2.4		3.2				User Support		2.4

				Maurice Askinazi		1		1										0.9				0.1										1																1						29 May 2006										Network		0.8		0.7				Local Area Network		0.8

				Frank Burstein		1		1																		1						1												0.4				0.6						50% of effort is judged

				Antonio Chan		1		1						0.9								0.1										1																1						Atlas operational  issues										TOTAL		10.0		11.2				TOTAL		10.0

		x		Hiro Ito		1				1														1								1														0.9		0.1

				Maureen Anderson		1		1																						1		1																1

				David Free		1		1										0.9				0.1										1																1

				Enrique Garcia		1		1												1												1																1

				Bruce Gibbard		1		0.5		0.5																				1		1																1

				Richard Hogue		1		1						0.8						0.2												1																1

		x		Carlos Gamboa		1				1														1								1										0.9						0.1

		x		Jay Packard		1				1														1								1				0.7				0.2								0.1

		x		John DeStefano		1				1										1												1																1

				Christopher Hollowell		1				1				1																		1										0.2						0.8

				Zhenping Liu		1				1								0.5						0.5								1										0.9						0.1

				John McCarthy		1		1										0.2				0.8										1																1

				Shigeki Misawa		1		1								0.7						0.3										1				0.1												0.9

				Ognian Novakov		1		1								1																1																1

				Robert Petkus		1		1										0.4				0.6										1				0.1												0.9																								ATLAS Effort Distribution

				Razvan Popescu		1				1																				1		1								0.2		0.2						0.6																ATLAS Effort Distribution

				Ofer Rind		1		1						0.4				0.4				0.1		0.1								1										0.2						0.8																		Current		Target						06 Staff		07 Staff

				John Riordan		1		1								1																1																1																		FTE's		FTE's						Levels		Levels

				Jason Smith		1				1										0.5				0.5								1						0.2		0.2		0.3				0.2		0.1																Linux Farms		1.4		1.7				Linux Farms		1.4		1.7

				Morris Strongson		1		1												0.7		0.3										1																1																Mass Storage		0.6		1.8				Mass Storage		0.6		1.8

				Thomas Throwe		1		1																						1		1																1																Disk		1.1		1.3				Disk		1.1		1.3

				Grace Tsai		1		1								1																1																1																User Support		1.0		2.2				User Support		1.0		2.2

				Dantong Yu		1				1														0.7		0.3						1				0.1		0.1		0.1		0.2		0.3		0.1		0.1																Fabric Infrastr.		0.7		1.5				Fabric Infrastr.		0.7		1.5

				Alexander Withers		1				1				1																		1																1																Grid Services		7.7		9.0				Wide Area Services		8.2		9.7

				Tomasz Wlodek		1		0.5		0.5				0.5										0.5								1																1																Network		0.5		0.7				Admin		2.0		2.0

				Xin Zhao		1				1														1								1														0.4		0.6																Admin		2.0		2.0				TOTAL		15.0		20.0

				Subtotal Effort		34		18		15		1		4.6		4.2		3.6		3.4		2.9		9		1.3		1		4		34																																TOTAL		15.0		20.0

						1		1												1												1																1

				Added FTE 2 (RHIC)		1		1						1																		1																1

						1				1												1										1																1

						1				1						1																1																1

				Added FTE 3 (ATLAS)		1				1												1										1																1

				Added FTE 4 (ATLAS)		1				1														1								1																1

				Added FTE 5 (ATLAS)		1				1										1												1																1

				Added FTE 1 (Other)		1						1																1				1																1																RHIC Effort Distribution								RHIC Effort Distribution

				TOTAL EFFORT		42		20		20		2		5.6		5.2		3.6		5.4		4.9		10		1.3		2		4		42																																		Current		Target						Current		Target

						42																										42																																		FTE's		FTE's						FTE's		FTE's

						OK						Not all contribution included in Synergy sheet analysis which was done for earlier year																				OK																																Linux Farms		3.2		3.9				Linux Farms		3.2		3.9

																																																																Mass Storage		3.6		3.4				Mass Storage		3.6		3.4

				Current ATLAS Fraction										0.30		0.15		0.30		0.30		0.25		0.85		0.40		0.00		0.50																																		Disk		2.5		2.3				Disk		2.5		2.3

				Current ATLAS Effort										1.4		0.6		1.1		1.0		0.7		7.7		0.5		0.0		2.0		15.0																																User Support		2.4		3.2				User Support		2.4		3.2

				Current RHIC Effort										3.2		3.6		2.5		2.4		2.2		1.4		0.8		0.0		2.0		18.0																																Fabric Infrastr.		2.2		3.4				Fabric Infrastr.		2.2		3.4

				Current Other Effort										0.0		0.0		0.0		0.0		0.0		0.0		0.0		1.0		0.0		1.0																																Grid Services		1.4		1.0				Wide Area Services		2.1		1.7

																																																																Network		0.8		0.7				Admin		2.0		2.0

				Planned ATLAS Fraction										0.30		0.35		0.35		0.40		0.30		0.90		0.50		0.00		0.50																																		Admin		2.0		2.0				TOTAL		18.0		20.0

				Planned ATLAS Effort										1.7		1.8		1.3		2.2		1.5		9.0		0.7		0.0		2.0		20.0																																TOTAL		18.0		20.0

				Planned RHIC Effort										3.9		3.4		2.3		3.2		3.4		1.0		0.7		0.0		2.0		20.0

				Planned Other Effort										0.0		0.0		0.0		0.0		0.0		0.0		0.0		2.0		0.0		2.0

																																																																Not automatically updated with changes

																																																																RHIC Effort Distribution								Distribution of RHIC Effort

																																																																		Current		Target						Current		Target

				For each project for each service there should be three components																																																														FTE's		FTE's						FTE's		FTE's

				1)  50% of the common effort																																																												Linux Farms		3.5		3.5				Linux Farms		3.5		3.5

				2)  100% of any unique effort																																																												Mass Storage		4.2		4.2				Mass Storage		4.2		4.2

				3)  A scaled % of the capacity proportional effort																																																												Disk		2.6		2.6				Disk		2.6		2.6

																																																																User Support		1.9		2.9				User Support		1.9		2.9

				ATLAS Specific																																																												Fabric Infrastr.		2.1		2.6				Fabric Infrastr.		2.1		2.6

																																																																Grid Services		0.3		0.3				Wide Area Services		1.8		1.8

				FY 05 => Fy 06		4.5 FTE's																																																										Network		1.5		1.5				Admin		2.5		2.5

																																																																Admin		2.5		2.5				TOTAL		18.5		20.0

				ATLAS  Growth Items		Growth Type				FTE's																																																						TOTAL		18.5		20.0

				Mass Storage		Discontinuous				0.5

				Premium Disk		Discontinuous				0.5

				Database Support		Adiabatic				0.5

				Data Management		Adiabatic				1

				Off Hours Coverage		Discontinuous				0.5

				Tier 2 Support		Adiabatic				0.5

				Processor Farm		Adiabatic				0.5

				FY '03 Personnel Accounting Plan for RCF - June 2003

						Sources of Support								Linux		Mass		Disk		User		Local		Remote		LAN/WAN		Hardware

						TOTAL		RHIC		US ATLAS		PPDG		CPU		Storage		Farm		Support		Infrast.		Access		Network		Support		Admin		TOTAL

				Maurice Askinazi		0								- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		0

				Antonio Chan		1		1						0.80		- 0		- 0		- 0		0.10		- 0		- 0		- 0		- 0		0.9

				Mariette Faulkner		1		1						- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		0.80		0.8

				David Free		1		1						- 0		- 0		0.80		- 0		0.10		- 0		- 0		- 0		- 0		0.9

				Enrique Garcia		1		1						- 0		- 0		- 0		1.00		- 0		- 0		- 0		- 0		- 0		1

				Bruce Gibbard		0.5		0.5						- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		0.70		0.7

				Terrance Healy		0.5		0.5						- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		0

				Richard Hogue		1		1						0.75		- 0		- 0		0.20		- 0		- 0		- 0		- 0		- 0		0.95

				Christopher Hollowell		1		1						0.95		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		0.95

				ITD Engineer/Tech		1		1						- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		0

				John McCarthy		0								- 0		- 0		0.10		- 0		0.75		- 0		- 0		- 0		- 0		0.85

				Shigeki Misawa		1		1						- 0		0.70		- 0		- 0		0.15		(0.15)		- 0		- 0		- 0		0.7

				Jennifer Morse		1		1						- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		0

				Edward Nicolescu		1		1						- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		0

				Ognian Novakov		1		1						- 0		1.00		- 0		(0.05)		- 0		- 0		- 0		- 0		- 0		0

				Razvan Popescu		1		1						- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		1.00		0.95

				Ofer Rind		1		1						0.30		- 0		0.40		- 0		0.10		0.10		- 0		- 0		- 0		0

				John Riordan		1		1						- 0		0.95		- 0		- 0		- 0		- 0		- 0		- 0		- 0		0.95

				Jason Smith		0								- 0		- 0		- 0		0.15		- 0		(0.10)		- 0		- 0		- 0		0.05

				Morris Strongson		1		1						- 0		- 0		- 0		0.60		0.15		- 0		- 0		- 0		- 0		0.75

				Thomas Throwe		1		1						- 0		- 0		- 0		- 0		- 0		- 0		- 0		- 0		0.90		0.9

				Grace Tsai		1		1						- 0		0.95		- 0		- 0		- 0		- 0		- 0		- 0		- 0		0.95

				Dantong Yu		0.5		0.5						- 0		- 0		- 0		- 0		- 0		0.30		0.10		- 0		- 0		0.4

				Tomasz Wlodek		0.75		0.5				0.25		0.50		- 0		- 0		- 0		- 0		0.25		- 0		- 0		- 0		0.75

				Subtotal Effort		19.25		19		0		0		0		0		0		0		0		0		0		0		0		0

				Added FTE 1 (RHIC)		1		1										0.5				0.5										1

				Added FTE 2 (RHIC)		1		1												1												1

				Added FTE 3 (RHIC)		1		1						0.5										0.5								1

				TOTAL EFFORT		22.25		22		0		0		0		0		0		0		0		0		0		0		0		0

						0																										0

						0																										0

				FY '03 Personnel Accounting Plan for ACF - June 2003

																																																						Current Facility

						Sources of Support								Linux		Mass		Disk				Local		Remote		LAN/WAN		Hardware

						TOTAL		RHIC		US ATLAS		PPDG		CPU		Storage		Farm		Oper		Infrast.		Access		Network		Support		Admin		TOTAL																								RCF		ACF		TOTAL

								- 0		- 0		- 0																																										Linux CPU		0		0.3		0

				Maurice Askinazi		0		- 0		- 0		- 0						0.10				0.10										0.2																						Mass Storage		0		0.2		0

				Richard Baker		0		- 0		- 0		- 0																		0.80		0.8																						Disk Systems		0		0.6		0

				Antonio Chan		0		- 0		- 0		- 0		0.10																		0.1																						User Support		0		0.5		0

				Andrew Como		0		- 0		- 0		- 0										0.05										0.05																						Local Infrastructure		0		0.5		0

				Mariette Faulkner		0		- 0		- 0		- 0																		0.20		0.2																						Remote Access		0		1.45		0

				David Free		0		- 0		- 0		- 0						0.10														0.1																						LAN/WAN		0		0.3		0

				Enrique Garcia		0		- 0		- 0		- 0																				0																						Hardware		0		0		0

				Bruce Gibbard		0.5		- 0		0.50		- 0																		0.30		0.3																						Admin		0		1.4		0

				Terrance Healy		0		- 0		- 0		- 0														0.10						0.1																						TOTAL		0		5.25		0

				Richard Hogue		0		- 0		- 0		- 0		0.05																		0.05

				Christopher Hollowell		0		- 0		- 0		- 0		0.05																		0.05

				ITD Engineer/Tech		0		- 0		- 0		- 0																				0																						RHIC Facility Standalone Need

				John McCarthy		1		1.00		- 0		- 0						0.10				0.05										0.15

				Shigeki Misawa		0		- 0		- 0		- 0										0.15		0.15								0.3

				Jennifer Morse		0		- 0		- 0		- 0																				0																								RCF		Add.		TOTAL

				Edward Nicolescu		0		- 0		- 0		- 0						0.30						- 0								0.3																						Linux CPU		0		0		0

				Ognian Novakov		0		- 0		- 0		- 0								0.05												0.05																						Mass Storage		0		0		4

				Razvan Popescu		0		- 0		1.00		- 0				0.10								0.05								0.15																						Disk Systems		0		0		4

				Ofer Rind		0		- 0		- 0		- 0		0.10																		0.1																						User Support		0		0		6.3

				John Riordan		0		- 0		- 0		- 0				0.05																0.05																						Local Infrastructure		0		0		3.7

				Jason Smith		1		- 0		1.00		- 0								0.35				0.60								0.95																						Remote Access		0		0		5

				Morris Strongson		0		- 0		- 0		- 0								0.10		0.15										0.25																						LAN/WAN		0		0		1

				Thomas Throwe		0		- 0		- 0		- 0																		0.10		0.1																						Hardware		0		0		1

				Grace Tsai		0		- 0		- 0		- 0				0.05																0.05																						Admin		0		0		3

				Dantong Yu		0.5		(0.50)		1.00		- 0												0.40		0.20						0.6																						TOTAL		0		0		0

				Tomasz Wlodek		0.25		- 0		0.50		(0.25)												0.25								0.25

				Subtotal Effort		0		0		- 0		- 0		0.3		0.2		0.6		0.5		0.5		1.45		0.3		0		1.4		5.25

																																																						Corresponding ACF Standalone

																																																								RCF		ACF		TOTAL

																																																						Linux CPU		0		4		0

																																																						Mass Storage		4		2		6

																																																						Disk Systems		4		4		8

																																																						User Support		6.3		4		10.3

																																																						Local Infrastructure		3.7		3		6.7

																																																						Remote Access		5		6		11

																																																						LAN/WAN		1		1		2

																																																						Hardware		1		1		2

																																																						Admin		3		2		5

																																																						TOTAL		0		27		0

																																																						Synergistic Saving

																																																								Req		Sav		TOTAL

																																																						Linux CPU		6		0		0

														Linux		Mass		Disk		User		Local		Remote		LAN/WAN		Hardware																										Mass Storage		4.5		1.5		6

														CPU		Storage		Farm		Support		Infrast.		Access		Network		Support		Admin		TOTAL																						Disk Systems		6		2		8

				Current RCF Projection										0		0		0		0		0		0		0		0		0		0																						User Support		8		2.3		10.3

				Residual RCF Need										0.5		0.6		1.4		2.5		0.7		3		0.4		0		0.4		9.5																						Local Infrastructure		5		1.7		6.7

				Total Needed RCF Effort										0		0		0		0		0		0		0		0		0		0																						Remote Access		8		3		11

				Corresponding ATLAS Need										4		2		4		4		3		6		1		1		2		27																						LAN/WAN		1.5		0.5		2

				Summed Need										0		0		0		0		0		0		0		0		0		0																						Hardware		1		1		2

				Synergy Reduced Need										6		4.5		6		8		5		8		1.5		1		4		44																						Admin		4		1		5

				Incremental Cost of ATLAS										0		0		0		0		0		0		0		0		0		0																						TOTAL		44		0		0

				ATLAS Share of Combined										0		0.0		0.0		0.0		0.0		0.0		0.0		0.0		0.0		0

				RHIC Share of Combined										0		0.0		0.0		0.0		0.0		0.0		0.0		0.0		0.0		0

																																																						Shared Synergistic Facility

				Current ATLAS Totals										0.3		0.2		0.6		0.5		0.5		1.45		0.3		0.0		1.4		5.25

																																																								RCF		ACF		TOTAL

				2.3.1		Tier1								0.4		0.2		0.2		0.6		0.6		1.3		0.3		0		1.4		5.0																						Linux CPU		0		0		0

				2.3.1.1		Hardware																																																Mass Storage		0		0		0

				2.3.1.1.1				Physical Infrasturcture																								0.0																						Disk Systems		0		0		0

				2.3.1.1.2				CPU Processor Farms						0.2																		0.2																						User Support		0		0		0

				2.3.1.1.3				Online (Disk) Storage										0.2														0.2																						Local Infrastructure		0		0		0

				2.3.1.1.4				Tertiary (Tape) Storage								0.1																0.1																						Remote Access		0		0		0

				2.3.1.1.5				Interactive Systems						0.1						0.2												0.3																						LAN/WAN		0		0		0

				2.3.1.1.6				Security Hardware														0.1										0.1																						Hardware		0		0		0

				2.3.1.1.7				Special Purpose Servers														0.1		0.1								0.2																						Admin		0		0		0

				2.3.1.1.8				Local Area Network																		0.1						0.1																						TOTAL		0		0		0

				2.3.1.1.9				Desktops and Peipherals																								0.0

				2.3.1.2		Software

				2.3.1.2.1				General Interactive Software												0.1												0.1																						Growth Relative to Current Facility

				2.3.1.2.2				Development Tools												0.1												0.1

				2.3.1.2.3				Resource Management						0.1										0.1								0.2																								Current		Add.		TOTAL

				2.3.1.2.4				Data/File/Object Management																0.1								0.1																						Linux CPU		0		0		0

				2.3.1.2.5				Hierarchical Storage Mngmnt								0.1																0.1																						Mass Storage		0		0		0

				2.3.1.2.6				Security Support														0.2										0.2																						Disk Systems		0		0		0

				2.3.1.2.7				Specialized Server Products														0.2		0.1								0.3																						User Support		0		0		0

				2.3.1.2.8				Network Support																0.1		0.1						0.2																						Local Infrastructure		0		0		0

				2.3.1.3		Support and Administraction																																																Remote Access		0		0		0

				2.3.1.3.1				Management																						1.4		1.4																						LAN/WAN		0		0		0

				2.3.1.3.2				Teleconferencing																								0.0																						Hardware		0		0		0

				2.3.1.3.3				Operations and User Support												0.2												0.2																						Admin		0		0		0

				2.3.1.3.4				Performance Monitoring																0.2		0.1						0.3																						TOTAL		0.0		0.0		0

				2.3.1.3.5				Supplies - Media, etc.																								0.0

																																																						Contributions to Growth

																																																								RCF		ACF		TOTAL

																																																						Linux CPU		0.0		0.0		0

				2.3.2		Distributed IT Infrastructure																																																Mass Storage		0.0		0.0		0

				2.3.2.1		Specify ATLAS Requirements																																																Disk Systems		0.0		0.0		0

				2.3.2.2		Design and Model Grid Architecture																																																User Support		0.0		0.0		0

								Distributed Computing Architecture Design																								0.0																						Local Infrastructure		0.0		0.0		0

								MONARC Simulations																								0.0																						Remote Access		0.0		0.0		0

				2.3.2.3		Grid Software Services																																																LAN/WAN		0.0		0.0		0

				2.3.2.3.1				Toolkit Configuration, Deployment and Support																0.2								0.2																						Hardware		0.0		0.0		0

				2.3.2.3.2				Grid Workflow Management																								0.0																						Admin		0.0		0.0		0

				2.3.2.3.3				Generic Interfacing to Mass Stores																0.1								0.1																						TOTAL		0.0		0.0		0.0

				2.3.2.3.4				Grid Monitoring Services																0.2								0.2

				2.3.2.3.5				Grid Mass Storage Management																								0.0

								Grid Administration Infrastructure																								0.0

				2.3.2.4		Grid Testbeds																																																ATLAS Staff Evolution

								ATLAS-DataGrid Testbed																								0.0

								ATLAS-GriPhyN Testbed																								0.0																								2001		2002		2003		2004		2005		2006		2007		2008

								Particle Physics Data Grid Testbed																								0.0																						Linux Farms		0.1		0.2		0.2		0.0		0.0		0.0		0.0		0.0

								Hardware																								0.0																						Mass Storage		0.1		0.2		0.2		0.0		0.0		0.0		0.0		0.0

				2.3.2.5		Wide Area Network Integration for the US ATLAS Data Grid																																																Disk Systems		0.5		0.6		0.7		0.0		0.0		0.0		0.0		0.0

								Network Connectivity of Regional Centers to WAN's																0.1								0.1																						User Support		0.1		0.5		0.5		0.0		0.0		0.0		0.0		0.0

								U.S. Neworks																								0.0																						Local Infrastructure		0.4		0.7		0.7		0.0		0.0		0.0		0.0		0.0

								International Networks																								0.0																						WAN/Grid/AFS etc.		0.6		1.1		1.1		0.0		0.0		0.0		0.0		0.0

				2.3.2.6		Collaborative Tools for Tier 2 Centers																																																Mngmnt & Planning		1.2		1.4		1.4		0.0		0.0		0.0		0.0		0.0

				2.3.2.7		Tier 2 Reginal Center at Location A																																																TOTAL		3.0		4.7		4.8		0.0		0		0		0		0

				2.3.2.7.1				Tier 2 Facility Hardware																								0.0

				2.3.2.7.2				Tier 2 Facility Software																								0.0																						Staff Level Target		2.7		4.4		4.5		6.5		10.5		15		20		20

				2.3.2.7.3				Tier 2 Facility Administration																								0.0

						Etc.

				Other ATLAS facility related personnel needs currently covered by software group at BNL.

																Library maintenance						1 FTE

																Production management						2 FTE





Dec 06 Tables

		Grid CPU																																CAS 2

				Jan		Feb		Mar		Apr		May		Jun		Jul		Aug		Sep		Oct		Nov		Dec

		BNL		6115		6464		5529		3185		5396		7336		7849		6213		3665		8924						42568		22%

		TOTAL		12600		23088		28462		35710		30671		34034		27365		17583		17524		34757						197644

		All CPU

				Jan		Feb		Mar		Apr		May		Jun		Jul		Aug		Sep		Oct		Nov		Dec

		BNL		15308		19242		18446		16071		18713		17540		16247		11326		8287		12597						100781		36%

		TOTAL		23470		39024		42367		51090		47482		46272		36993		30035		31001		40472						283345

		WLCG Accounting: ATLAS Tier-1's + CERN  Apr - Oct 2006

				CPU use				disk occupancy				tape occupancy

				KSI2K-		% of		TB at end		% of		TB at end		% of

				days		total		of period		total		of period		total

		CERN Tier-0 + CAF		95,858		28%		182		48%		469		35%

		ASGC		13,413		4%		20		5%		13		1%

		BNL		88,184		26%		48		13%		357		27%

		CC-IN2P3		24,264		7%		15		4%		153		12%

		CNAF		20,108		6%		18		5%		95		7%

		FNAL		4,619		1%		- 0		0%		- 0		0%

		FZK-GridKA		23,195		7%		26		7%		115		9%

		NDGF		18,761		6%		28		7%		- 0		0%

		NL LHC/Tier-1		14,574		4%		10		3%		18		1%

		PIC		6,207		2%		8		2%		54		4%

		RAL		27,672		8%		14		4%		54		4%

		TRIUMF		1,876		1%		7		2%		- 0		0%

		TOTAL		338,731		100%		376		100%		1,328		100%

		Estimated Network Bandwidth Requirements (MB/sec Peak)

				Tier 0				Tier 1				Tier 2

				In		Out		In		Out		In		Out

		BNL (Tier 1)		420				295		260		190		460

		Boston/Harvard						95		40

		Great Lakes						65		15

		Midwest						95		40

		SLAC						100		20

		Southwest						110		80

		Estimated Network Bandwidth Requirements (MB/sec Peak)

				Tier 0				Tier 1				Tier 2

				In		Out		In		Out		In		Out

		BNL (Tier 1)		420				295		260		190		460

		Average US Tier 2						92		38

		Aggregate ATLAS Capacities for 2008

		(Revised LHC Schedule, etc.)

		Oct '06

				CPU		Disk		Tape

				(MSI2K)		(PB)		(PB)

		CERN Tier 0		3.7		0.2		2.4

		CERN AF		2.1		1.0		0.4

		Sum of Tier 1's		18.1		9.9		7.7

		Sum of Tier 2's		17.7		7.7		- 0

		TOTAL		41.6		18.8		10.4

		Projected Tier 1 Cost Profile (@ Year k$)

		($ Items below include overheads)		2007		2008		2009		2010		2011

		On Program Staff Level (FTE's beyond '07)		20		20		20		20		20

		Labor (Fully loaded salaries)		2,892		3,855		4,048		4,250		4,463

		MST (travel, maint, licen, etc)		927		1,220		1,394		1,833		1,552

		Facility Space & Power		248		356		469		562		598

		Capital Equipment		2,228		3,762		3,902		4,989		3,124

		Total		6,295		9,193		9,813		11,634		9,736

		Projected Tier 1 Cost Profile without US Component (@ Year k$)																<====		not currently dynamically updating

																				proper dynamic references for table to left is below

		($ Items below include overheads)		2007		2008		2009		2010		2011

		On Project Staff Level (FTE's)		20		20		20		20		20						- 0		- 0		CPU (MSI2K)		- 0		0		2

		Labor (Fully loaded salaries)		2,892		3,855		4,048		4,250		4,463						- 0		- 0		Disk (PBytes)		- 0		0		1

		MST (travel, maint, licen, etc)		847		1,015		1,177		1,464		1,308						- 0		- 0		Tape (PBytes)		- 0		0		1

		Facility Space & Power		230		304		390		461		488						- 0		- 0		- 0		- 0		- 0		- 0

		Capital Equipment		1,795		2,584		2,967		3,796		2,397						- 0		- 0		- 0		- 0		- 0		- 0

		Total		5,764		7,758		8,582		9,971		8,655

		Cost Saving Profile for no US Component (@ Year k$)

		($ Items below include overheads)		2007		2008		2009		2010		2011

		On Project Staff Level (FTE's)		- 0		- 0		- 0		- 0		- 0

		Labor (Fully loaded salaries)		- 0		- 0		- 0		- 0		- 0

		MST (travel, maint, licen, etc)		80		205		217		369		244

		Facility Space & Power		18		52		79		101		110

		Capital Equipment		433		1,178		935		1,193		728

		Total		531		1,435		1,231		1,663		1,081

		Total US ATLAS Target Installed Capacities

				2007		2008		2009		2010		2011

		Tier 1

		CPU (kSI2k)		2,834		7,140		11,598		18,838		26,875

		Disk (TB)		1,556		4,610		8,921		17,262		24,427

		Tape (TB)		993		3,284		6,276		11,996		18,781

		WAN		2 x λ		2 x λ		3 x λ		4 x λ		4 x λ

		Tier 2

		CPU (kSI2k)		794		5,948		9,171		17,525		23,504

		Disk (TB)		428		2,633		4,458		7,525		10,571

		Total US ATLAS Target Installed Capacities without US Component																<====		not currently dynamically updating

																				proper dynamic references for table to left is below

				2007		2008		2009		2010		2011

		Tier 1

		CPU (kSI2k)		2,381		5,040		8,187		13,297		18,970						- 0		- 0		- 0		- 0		- 0		- 0

		Disk (TB)		1,307		3,254		6,297		12,185		17,243						- 0		- 0		- 0		- 0		- 0		- 0

		Tape (TB)		733		1,791		3,423		6,543		10,244						- 0		- 0		- 0		- 0		- 0		- 0

		WAN(Mb/sec)		2 x λ		2 x λ		3 x λ		4 x λ		4 x λ						- 0		- 0		- 0		- 0		- 0		- 0

		Tier 2

		CPU (kSI2k)		561		4,199		6,474		12,371		16,591						- 0		- 0		- 0		- 0		- 0		- 0

		Disk (TB)		302		1,859		3,147		5,312		7,462						- 0		- 0		- 0		- 0		- 0		- 0

		Loss in Total US ATLAS Target Installed Capacities for no US Component

				2007		2008		2009		2010		2011

		Tier 1

		CPU (kSI2k)		453		2,100		3,411		5,541		7,904

		Disk (TB)		249		1,356		2,624		5,077		7,184

		Tape (TB)		260		1,493		2,853		5,453		8,537

		WAN(Mb/sec)		- 0		- 0		- 0		- 0		- 0

		Tier 2

		CPU (kSI2k)		234		1,750		2,697		5,155		6,913

		Disk (TB)		126		774		1,311		2,213		3,109






