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Answers to the overnight questions
MANAGEMENT:

1. Provide a list of actual names of the 11 people on Srini's slide 17.  What is the correspondence with the people on Srini's slides 10-15?

The ASG defined in slide 17 consists of core and application software support. The membership of the ASG is being defined and has not been finalized. A draft list of names for the ASG membership is as follows:

1. Software framework



      S. Binet (LBL, 2.2.2.7)
2. Data management (incl. database) 

      J. Cranshaw (ANL, 2.2.3.3)
3. Distributed software (incl. grid) 

      T. Maeno (BNL, 2.2.4.2)
4. Software releases (incl. kit installation) 
       F. Luehring (Indiana)
5. Physics analysis tools 



       K. Assamagan (BNL)
6. Generators & simulation 


       G. Stavropoulos (UCB, 2.2.5.1)
7. InDet tracking, b tagging and vertexing 
       E. Moyse (Mass, 2.2.5.2)

8. MuSpec tracking and muon ID 

       K. Black (Harvard)
9. LAr calorimetry and e/gamma ID 

       W. Lampl (Arizona, 2.2.5.3)

10. Hadron calorimetry and jets/Etmiss/tau 
       being defined
11. Trigger 




       G. Comune (MSU)
People shown in bold/underlined are Research Program(RP) funded software professionals. The relevant L3 WBS is also indicated. The people listed are themselves involved in the software development effort in their respective areas, hence gaining expertise needed to provide support. They are expected to spend about 20% of their time supporting U.S. physicists. Some of these people are already providing support, both at the US and international ATLAS level. Support for U.S. physicists is also provided by other RP and core-program funded people, but the people listed above are the primary contacts to U.S. physicists.

2. What is the rationale for the manpower profile for WBS 2.2.5.6? ie. Why is the manpower profile increasing even after LHC turn-on?

The rationale behind the manpower needs in 2.2.5 is to establish the relevant expertise in the underlying reconstruction and simulation software (called application software in the WBS) in the U.S. This expertise is invaluable to U.S. physicists participating in the LHC physics analysis. The people under 2.2.5 would themselves be involved in the software development effort. This is essential for them to become an expert in their field and provide support to U.S. physicists. We anticipate the need for 7 software professionals in the various areas of application software. Five of these are already hired and are focused on Generators, Calorimeter, Tracking, Muons, and Monitoring. We anticipate the need for two more FTEs (not yet hired) and these are indicated in a general category called Application Software in 2.2.5.6. We expect these to be in the area of trigger software, b-tagging/vertexing and also contributing to the software validation effort. These people are essential NOW. However, a late ramp up is shown in the WBS because the necessary funds to hire these people are not available now. As the beam turns on, and the software development effort decreases, the supporting role would increase. 

We propose to maintain these people at a flat level (7 FTE) through the startup phase of the experiment. We also support to maintain the level of effort for core software activities as well. It is essential that this support be maintained and NOT decreased during the startup phase. It is feasible, that over the long term, the personnel level can be decreased. However, we have yet to gain the necessary experience – which can be done only after startup – to quantify the decrease in the long term. It is more prudent to keep it flat at this moment and evolve when we have sufficient experience.
3. What will be the ATLAS computing strategy if OSG is not funded or if OSG is funded at a level significantly below current expectations?

Answer is in two parts:
The 'facilities' part of OSG:
The OSG consortium, through contributions from the collaborating projects (PPDG, GriPhyN, iVDGL, the US LHC program and other VOs, etc), provides a number of critical grid software components and central services that US ATLAS depends on for its distributed production and analysis systems.  These software components, which include the basic certificate based security infrastructure and role-based authorization systems,  core Globus gateway services for access to the local job schedulers and storage, and information, monitoring and accounting services, as well as Condor job submission and scheduling mechanisms, are being provided through the VDT group.   They are tested and deployed through release iterations on a number sites in the OSG integration testbed community, which receives contributions from many VOs.  Additionally, the OSG facility provides several service diagnostics tasks (for compute and storage elements), and has an operational infrastructure for monitoring and troubleshooting. There would be a loss of use of non-US ATLAS opportunistic resources without the infrastructure OSG is providing. The strategy that the US LHC program would adopt would need to cover all these tasks and contributions.   
The 'extensions' part of OSG:

The extensions part of OSG involves extending the capabilities of the OSG middleware by adding higher level tools that integrate what are now application-level components with higher level middleware (as it emerges and matures). For example, US ATLAS has proposed within OSG and in an associated SAP proposal to leverage the Panda work with integration of Condor middleware to produce a 'just-in-time' workload management system for general OSG deployment and use. This work will be very useful to US ATLAS as it has the potential  to add capability to our distributed software applications  while reducing the body of software we maintain. The US ATLAS costs would then be reduced by leveraging the software of Condor and other OSG partners including US CMS and STAR. US ATLAS has reduced its dependency on grid projects. Therefore the impact of OSG not going forward will be less collaboration with grid providers and HENP (common development costs manpower and without OSG resources would require redirecting manpower that now is working on our critical path) rather than jeopardizing US ATLAS readiness. Although the prospects for reducing the depth and maintenance cost of the ATLAS-specific software stack in the future would be affected.
4. How would US ATLAS computing adapt to a 6 month delay in LHC turn on which means data taking in 2008? 

A delay of 6 months does not alter the staffing profile which is already late.   It would allow a six month delay in the procurement of hardware. It would take a relatively detailed analysis to indicate just what would be possible and what its effect would really be on the cost.   Some issues and strategies to consider are:  1) Via Moore's law this would result in an approximately 20% overall savings at least in CPU and disk cost.  2) It should also be possible to move some equipment funding across some year boundaries possibly moving ~$1M from FY '07 to FY '08 and then perhaps ~$2M (~$1M net) on from FY '08 to FY '09  etc.
5. Please justify the response to no management reserve of eliminating core software FTEs rather than support FTEs.

A prioritized list in FY08 has been developed and is given below. This priority list will be used to determine where the funding will be allocated. Note that in the priority list, the 2 FTE in application software and 3 FTE in analysis support center are cut before cutting into any core software activities. This cut needs to be made even if the management reserve is available. If the management reserve fails to materialize, we propose to cut evenly across many core software activities as listed in the priority list. Note that it is important to keep some level of personnel in application software who will have to be directed to provide additional support should the other ASC center personnel do not materialize.
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CORE SOFTWARE:

6. PanDA is a new effort unforeseen before August 2005. What other efforts to which US ATLAS had committed are being impacted by the reallocation of these FTE resources?

We have had an ongoing effort on developing tools needed to run ATLAS software on the U.S. grid infrastructure for some years now. The effort to do this was always in the plan. That it went in the direction of PanDA is the new part, but we always planned on effort to develop this functionality including distributed analysis. Based on the experience of the 2005 Data Challenge exercises, we expected to have a second iteration focusing on the shortcomings and developing a robust system that is scalable to the ATLAS requirements. 

The people working currently on the PanDA project are listed in the table below. Most of these people were either active in the development of  production software or Distributed analysis software or production operation. The redirection of operations people into the software development of PanDA responded to a short term need to establish a functioning system for the 2006 exercises. We have also requested an additional hire for the PANDA software development effort. In the longer term, the personnel involved in the software development effort is shown in WBS 2.2.4.

Facilities:

   Deng 0.3


(previously involved in production operation)
   Smirnov 0.3

   Zhao 0.7

Software for Distributed Analysis:

    Adams 1.0

Software for Production:

     Klimentov 0.1

     Maeno 1.0 (Previously involved in analysis tools)
    Wenaus 0.2

Others: 
    Marco Mambelli 0.5

    Karunachalan 0.5

(people from core program stepping in)
    Severini 0.2

People who have been reassigned to PanDA software development are indicated in bold/underlined. Since we were not in large production during this period (2005) this had minor impact on operations. Our long term plans presented above will restore our planned operations effort. 
7. PanDA seems to bypass some Grid functionality with it's Pilot jobs architecture. Is this a long-term strategy?  Does this reflect any abandonment of commitment to integrating EGEE and/or OSG deliverables?
The long term strategy Panda embodies is to avoid dependencies on external software and services which are either unproven or known to have deficiencies relative to our requirements in robustness, scalability, feature set, etc.  At the same time, Panda is designed to easily incorporate newly matured external components that can slim down Panda's own software stack.

As discussed in the answer to question 8 below, we are using many EGEE and OSG deliverables.  We expect the list to grow as other components mature (particularly if OSG is funded).

The pilot job delivery system of Panda uses CondorG as the standard mechanism.  In an example of the value of the flexible modular Panda architecture, the CondorG-based pilot delivery system has been plagued with scaling problems in recent weeks (we are working with the Condor team actively to solve the issue - a new patched release of Condor is expected in a few weeks).  Thanks to the pilot architecture, in a very short time we were able to replace Condor-based delivery with local batch system delivery, transparently to the rest of Panda, such that production could proceed at full efficiency. This is indeed 'bypassing' grid functionality, but as a tactical and not a strategic measure, and motivated by our bottom line deliverable of efficient production.

8. Please specify those EGEE middleware components which US ATLAS is currently using. Please answer the question for OSG as well.

From EGEE/LCG we are using FTS as the principal work-horse for data movement in DQ2.  We are using LFC in limited tests at the BNL Tier1; in the LCG domain DQ2 uses LFC exclusively. In the U.S. we currently use the POOL file catalog but this is not a long-term strategy.  It lacks, for example, adequate authentication/authorization features.  We are likely to move either to LFC or Globus RLS in the U.S. in the future.

From OSG we are using most of the baseline middleware of VDT including Condor, SRM, Globus file transfer and remote authentication and execution tools. In the future we may use Globus RLS and RFT, however the DQ2 integration, testing and (extensive) debugging of the EGEE counterparts LFC and FTS comes 'for free' to US ATLAS from the CERN DQ2 development team, so we have little incentive to redirect U.S. manpower to integrating redundant middleware.  OSG funding would give us more manpower to look at greater OSG middleware integration.

GRID/FACILITY:

9. Why are Power consumption projections for Tier1 operations so low?

It is possible that the power utilization numbers presented and the associated costs are low by a factor of two.  The numbers presented were based on extrapolating the current metered power.  An independent calculation based on the specified per node power utilization results in a power utilization that is somewhat more than a factor of 2 higher.   This difference needs to be reconciled.
10. Is there an aspect of the service challenges this year which will test the scalability of the distributed dCache? Provide details.


ATLAS planning for SC4 remains preliminary.  It is expected to include: 


Tier-0 Scaling 
Distributed Data Management 
Distributed Production (Simulation & Re-processing) 
(Distributed) Physics Analysis 


While the distributed physics analysis aspect of SC4 could in principle serve as mechanism for testing the scalability of dCache with appropriate usage patterns, the actual level of user involvement may well be too low to adequately stress the dCache system.   It is probably necessary that less realistic artificial mechanisms be used to augment scaling tests resulting from SC4.  These have been under discussion at the Tier 1 facility and should proceed.
11. Please provide quantitative PanDA scalability and performance results to date.

Panda is the only production system being used for CSC production in the U.S. So far, Panda has met (and exceeded) all ATLAS-wide CSC goals and objectives.
With Panda, we reached a peak production rate of ~5000 jobs/day successfully completed.  This is a factor of 2 higher than our peak rate during DC2/Rome.  The Panda task queue has shown no scalability issue in managing over 10k jobs simultaneously.

Panda is the only ATLAS production system which is integrated with DQ2, and therefore has been instrumental in helping DQ2 reach its distributed production goals.  Almost 100k files and around 10k datasets have been registered by Panda in DQ2.

Even though we are in the early stages of learning how to run production with Panda, we are operating Panda with fewer people than Capone required during DC2/Rome.

The overall Panda efficiency has been higher than all other ATLAS executors.  Job failures due to Panda were well below our target of <10% during the last two weeks of production in January.

12. Please reconcile Jim Shank's and Rob Gardner's funding profiles for Tier2 funding.

There was some confusion over the funding profile for T2. The profile in Shank’s talk is correct.
Answers to the Morning questions
MANAGEMENT:

13. What is the rationale for the composition of the allocations committee? Upon what criteria are allocation decisions made? What is the balance between technical criteria and physics programmatic criteria in these decisions?

The RAC composition was meant to be representative of all communities needing U.S. ATLAS CPU/Storage resources. 
The committee is only addressing the resources that are reserved for US users. ATLAS wide resources are managed separately. The committee must be cognizant of the ATLAS wide priorities, the US activities in detector performance, calibration etc, and the Physics being done by US collaborators. The composition ensures that all these interests are represented. The decisions will be made based on the relative priorities given to performance issues and physics studies. These decisions could be different from those made ATLAS wide: for example US activity in some physics area could be larger or smaller than ATLAS wide. The committee will aim to maximize US physics productivity. 

We are uncertain what is meant by "technical criteria". Physics considerations are paramount.
14. What tools exist and are used to define and enforce priorities established by the allocation committee? Are they adequate?

At the VO-level, we are using the VOMS (Virtual Organization Management System) to define four general roles to implement US ATLAS policies for resource authorization at the sites.  These allow us, for example, to distinguish high priority production jobs from the PanDA system from general ATLAS users.  Within PanDA itself, job priorities can be adjusted to define policies within different physics working groups.  The roles defined in VOMS are implemented via the GUMS (Grid User Management System) service, maintained by the site administrator, to map a given role to a Unix account, which can be used by the local job scheduling system or their resources provided by the site.  (There are modifications as well to the VDT/Globus infrastructure to implement this - these are provided by the OSG software stack.)  This infrastructure needs to be augmented to handle implementation of role-based storage policies, and a transparent accounting system for ease of reporting. 
CORE SOFTWARE:

15. Schema Evolution: How transient is the intermediate transient layer of classes?  How manpower intensive is creation of those classes and the associated persistency code and classes?



Q:  How transient is the intermediate transient layer of classes? 

The intermediate state layer is highly transient--more transient than the transient event model itself. 
Its lifetime is the duration of the I/O operation (the conversion process, in Gaudi parlance) used to store or retrieve an event data object. 

Q:  How manpower intensive is the creation of those classes and the associated persistency code and classes? 

Transition to an intermediate state representation paradigm is quite labor intensive the first time around.  Once it is done,  replacing one state representation with another is not in general a difficult task.  The infrastructure support has already been delivered, and standard examples are in place.   Once we have provided state representations of common infrastructure base classes, the work becomes principally the responsibility of the developers of the event data classes themselves, not of the core database team.  The U.S. ATLAS Research Program investment is approximately 0.75 FTE until the event data model transition has been accomplished (scheduled for July 2006):  0.5 FTE from Marcin Nowak, 
                    0.25 FTE from Peter Van Gemmeren.
16. What is the plan for dealing with the schema evolution process after LHC turn-on when the "mutation rate" of physics classes will be highest and fast access to data is most crucial?
There are two aspects to schema evolution (including adding new classes or removing old ones). 

The first is to be able to address the technical aspects to allow a change to be handled in a backwards compatible manner. The transient-persistent separation achieves that in a highly flexible manner, but one that does require some manually generated code to be written when there is a change. The technical aspects also include being able to detect and prevent inadvertent changes, and to be able to determine the resource implications (mainly size on disk) of a proposed change. All of these are in place for event data, but not yet for conditions data. The timescale for handling conditions data is approximately three months behind handling the event data, with the goal being to have all the event data schema evolvable by July 2006, and the conditions data three months later. 

The second aspect is the management one, to ensure that, once the technical implications of a proposed change are understood, that the decision to proceed is made at the appropriate level of the ATLAS management hierarchy. The Event Management Board has recently been established to shepherd both the technical and management aspects and to ensure that decisions are made at the appropriate level, and that technical expertise is made available. At one extreme, a simple addition of a data member to a class would typically be decided upon by the EMB itself in conjunction with the developer. At the other extreme, a change that would require a full reprocessing of all ATLAS data would need to be discussed throughout the collaboration and a decision made at the highest ATLAS management levels. 

Another handle on juggling the conflicting requirements of enforcing stability and allowing flexibility for rapid changes as a result of operational experience is provided by the decomposition of the ATLAS software into multiple projects which can have different development cycles. This will allow, for example, the online monitoring to respond faster to changes than the High level Trigger, which needs much more stability, as long as the lower level projects remain consistent.

GRID/FACILITY:

17. What personnel within the Tier1 and Tier2 facilities are charged with cybersecurity responsibilities? Please supply specific names and FTE commitments.

  The site cyber security teams at all US ATLAS facility sites have primary responsibility for cyber security including the US ATLAS  facilities located there.  At the University dependence on this central team is pretty much complete.  At the Tier 1 there are two staff members who have cyber security responsibility.  They are Tom Throwe at approximately the 20% level and Shigeki Misawa at approximately the 10% level.  Their function is to define and manage the implementation of the cyber security stance of the combined ATLAS/RHIC facility and to interface with BNL cyber security and external interest groups, including those of the OSG and WLCG.
18. What mechanisms and tools exist for detecting, communicating (across all ATLAS and OSG sites), mitigating, and resolving security incidents and threats?

The standard tools are employed at the various facilities to detected intrusions and other cyber security anomalies.  There is within the OSG a security and operations working group which has associated with it an incident response team which is contacted when a member site judges that an incident has occurred.  Inter-site tests of the associated procedures have been conducted.  The new organization of the OSG includes Don Patrovic as security office and it is expected that he will lead a significant reorganization of OSG cyber security. 
� EMBED Excel.Sheet.8  ���








[image: image2.emf]2.2.1 Coordination 1

2.2.6.2 Librarian (1) 1

2.2.3.1 Database services & Servers 1

2.2.3.2 Common Data Mgmt Software (1) 1

2.2.3.3 Event Store 1.25

2.2.3.5 Collections, Catalogs, Metadata 1

2.2.3.6 Distributed Data Management 1

2.2.3.7 Data Access Support 1

2.2.4.1 Distrbuted Analysis 1

2.2.4.2 Production System 2

2.2.2.1 Framework (1) 1.5

2.2.2.2 EDM Infrastructure (1) 0.5

2.2.2.3 Detector Description 0.5

2.2.2.4 Graphics 0.5

2.2.2.5 Analysis Tools 1

2.2.2.6 Grid Integration 0.5

2.2.2.7 Core Service Usability 1

2.2.5.3 Calorimeter Infrastructure 1

2.2.5.4 Muon Infrastructure 1

2.2.5.5 Monitoring Infrastructure 1

2.2.5.2 Tracking Infrastructure 1

2.2.6.1 Quality Assurance/Validation 0.5

2.2.4.3 Production Support 1

2.2.5.6 Application Suftware (1) 1

2.2.7 Analysis Support Center (1) 1

2.2.2.2 EDM Infrastructure (2) 0.5

2.2.3.2 Common Data Mgmt Software (2) 0.5

2.2.5.6 Application Software (2) 1

2.2.7 Analysis Support Center (2) 1

2.2.2.1 Framework (2) 0.5

2.2.6.2 Librarian (2) 1

2.2.7 Analysis Support Center (3) 1

2.2.3.4 Non-Event Data Management 0.25

2.2.2.8 Framework Upgrades 0.5

2.2.5.6 Application Software (3) 1

2.2 Total 31.5

_1201003986.xls
Sheet1

		2.2.1		Coordination		1

		2.2.6.2		Librarian (1)		1

		2.2.3.1		Database services & Servers		1

		2.2.3.2		Common Data Mgmt Software (1)		1

		2.2.3.3		Event Store		1.25

		2.2.3.5		Collections, Catalogs, Metadata		1

		2.2.3.6		Distributed Data Management		1

		2.2.3.7		Data Access Support		1

		2.2.4.1		Distrbuted Analysis		1

		2.2.4.2		Production System		2

		2.2.2.1		Framework (1)		1.5

		2.2.2.2		EDM Infrastructure (1)		0.5

		2.2.2.3		Detector Description		0.5

		2.2.2.4		Graphics		0.5

		2.2.2.5		Analysis Tools		1

		2.2.2.6		Grid Integration		0.5

		2.2.2.7		Core Service Usability		1

		2.2.5.3		Calorimeter Infrastructure		1

		2.2.5.4		Muon Infrastructure		1

		2.2.5.5		Monitoring Infrastructure		1

		2.2.5.2		Tracking Infrastructure		1

		2.2.6.1		Quality Assurance/Validation		0.5

		2.2.4.3		Production Support		1

		2.2.5.6		Application Suftware (1)		1

		2.2.7		Analysis Support Center (1)		1

		2.2.2.2		EDM Infrastructure (2)		0.5

		2.2.3.2		Common Data Mgmt Software (2)		0.5

		2.2.5.6		Application Software (2)		1

		2.2.7		Analysis Support Center (2)		1

		2.2.2.1		Framework (2)		0.5

		2.2.6.2		Librarian (2)		1

		2.2.7		Analysis Support Center (3)		1

		2.2.3.4		Non-Event Data Management		0.25

		2.2.2.8		Framework Upgrades		0.5

		2.2.5.6		Application Software (3)		1

		2.2		Total		31.5





Sheet2

		





Sheet3

		






