2 Feb. 2005
Questions from the PCAP review.
1. Comment on strengths & weaknesses of FNAL’s LHC Physics  Center vs. your “corridor” model.

FNAL LPC Strengths:
· Single  plan for all U.S. CMS participants

· If successful, establishes a REAL corridor of expertise

· Takes advantage of large local infrastructure

FNAL LPC weaknesses:

· Could be divergent from overall CMS physics model

· Too decoupled from CERN

· Does not adequately support remote (CERN, U.S. Institutes) users who choose  NOT to go to FNAL

· The plan is too inflexible

· Concentration of funds away from universities where much physics analysis will originate

The U.S. ATLAS virtual corridor Strengths

· Flexible model accommodates different work modes from different groups/regions
· Some will go to BNL

· Some will go to CERN

· Some to T2s, etc.

· Some will work from their own institution

Emphasis of the model is to support physicists with their analysis without imposing a working mode on them.

· U.S. working groups encourage direct participation in the overall ATLAS working groups because they are organized along the same topics.
The U.S. ATLAS virtual corridor weaknesses

· Expertise is spread out
· Some might worry that parallel US working groups might impose a “separate management” on U.S. participants

2. What impact will DC-2 delays have on being ready for LHC commissioning runs, particularly data analysis?  How are you lowering the risk of this slip?
The CTB was used as a testbed for detector commissioning and to  validate many of the concepts and components, rather than DC2. There  was an attempt made to make them complementary and to focus on  different aspects within each of them. The lateness of the physics  analysis component of DC2 has meant that must of the feedback we had  expected in this area has been deferred to the Rome Workshop  production. This will give us less time to respond to issues discovered  in that way in the lead up to DC3, but the latter was always designed  to be the major production test of the physics analysis environment.  ATLAS detector commissioning will be underway throughout DC3 and we  believe that the production system that has to be put in place on that  timescale is consistent with the demands of both DC3 and commissioning.  The are working to ensure that they are as complementary as possible  rather than having conflicting priorities and deliverables, as was the  case for DC2 and the CTB. 



3. What was the nature of the DC-2 de-scoping?  Was all of this caused by late hires?  Some scope is not done 6 months after original due date.
See 4) for more on this topic
DC2 descoping was an ATLAS wide issue, not necessarily due to late hires in the U.S.  Delay in completion of Phase I cascaded delays to Phases II and III.  The urgency of Rome production has shifted some priorities.  Very little of the distributed analysis and user production software is ready for Phase III.

4. What was planned the completion of DC-2 a year ago?  How much slipped?

From G. Poulard talk Dec 2003 ATLAS sw week:

· Goal

· Understand and validate: 

· computing model

· data model

· software suite

· technology choices

· Computing Model TDR due by mid-2005

· Will be followed by MoU 

· How?

· In ‘iterating’ on a set of DCs of increasing complexity

· To study

· Performance issues, database technologies, analysis scenarios, ...

· To identify

· weaknesses, bottle necks, etc…

· In using both the hardware (prototype) and the software developed in the LCG project (Applications s/w and Grid m/w) 

· Grid deployment and testing is a major part of DCs

· DC2 (September 2003 – July 2004 + Analysis phase)

· Computing Model studies

· Distributed MC production (as much as possible on Grid)

· Byte-stream (raw data) transfer to CERN

· Tier-0 exercise

· (possibly) “prompt” alignment/calibration

· Reconstruction 

· Distribution of results (ESD; AOD) to Tier-1s

· Distributed analysis on Grid

· New software

· simulation based on Geant4

· ATLAS event data model

· persistency based on POOL

· Tested and validated in March for simulation; May for reconstruction

DC2: goals
· At this stage the goal includes:

· Full use of Geant4; POOL; LCG applications

· Pile-up and digitization in Athena

· Deployment of the complete Event Data Model and the Detector Description

· Simulation of full ATLAS and 2004 combined Testbeam

· Test the calibration and alignment procedures

· Use widely the GRID middleware and tools

· Large scale physics analysis

· Computing model studies (document end 2004)

· Run as much as possible of the production on LCG-1/2

DC2: schedule
· Preparation: 

· September 2003 – February 2004

· Phase 1: data preparation & transfer

· April 2004 – June 2004

· Phase 2: Reconstruction

· June-July 2004

· Phase 3: Analysis

· > July 2004

[End of slides from G.P.]

Prep., P1 and P2 were all delayed. Phase 2 was only just completed, so approximately 6 months late. Phase 3 will take place as art of the Rome preparation, so this will be about 8-9 months late.

On the DC2 Goals above:

      Major accomplishments were achieved: the first 4 bullets. We had to drop the calibration and alignment goals and this is perhaps the biggest worry as we now move toward DC3.  We still have not done the large scale physics analysis. We will do this for Rome, but with inadequate grid tools (ARDA is late) so we will learn about distributed analysis in doing the  Rome preparation, but not as much as we need.  

This slippage was not entirely due to late hires. Inadequate early deployment/testing and lack of parallel work plans (all management issues) contributed in no small way. 

In you opinion, what was the biggest challenge in DC-2 and cause of slips or de-scoping: 

(a) immaturity of US Atlas software, 

(b) immaturity of external grid project software, 

(c) late delivery of software ?

All contributed. I would say C) caused the most problems. There were, of course, reasons for the late delivery, primary among them was the higher priority put on the Combined TestBeam(CTB) software. The schedule for the CTB could not move. 

We needed to do system-wide tests and we never did before we had all the software, which was months after we were supposed to have started. This is a management (+ planning) problem. We could have tested the system with some dummy components and been much better prepared. We are working hard on the DC3 organization to avoid repeating this.

Management issue: DC2 production system software was not organized as a project, with clear list of requirements, deliverables, responsibilities, resource and schedule planning.  The system had about ten key components.  Most components were single person projects which were deadline driven (i.e. start of DC2), which left no time for integration.  Testing was mostly done in isolation by each component, which led to early scalability problems and slow startup once the ATLAS software was available.  Lateness of usable ATHENA release also contributed much to the delay in startup.

We discovered some scalability issues which stretched out the completion of Phase I beyond the planned 3 months.  In reality, Phase I took 6 months to complete.  The primary causes were:

Oracle performance problems due to hardware problems, inadequate capacity planning, and lack of optimization.

Lower average efficiency than expected, leading to time lost in debugging the whole system.

Inability to use all the hardware resources with the current grid tools.  Our average occupancy was about 50% of available resources.  This was mostly due to grid middleware issues on LCG and Grid3.

5. In what ways has software scope increased in the last 12 months?  Has software project scope change process become more formal (as recommended)?

The change control process has NOT become more formal. We agree it should. It is still done by “coffee” meetings with appropriate level managers.
6. David Quarrie referred to users’ opinion of  “just too late” compared to his appraisal of “just in time”.  Was it only later than they wanted, or did ad-hoc alternatives have to be adopted by “users”

My comment referred to the overall lateness. We should note that in fact we coped well with the CTB and that, despite problems, was served  well and met its goals, despite the overlap with DC2. The descoping of  the latter and focus on the former was in fact successful. In general, this lateness did not spin off parallel efforts for ad hoc solutions.
7. Is integration with DAQ software well defined in terms of what to use where?

The HLT have decided to use Athena for both Lvl2 and Event Filter, and  also for online monitoring. The requirements for the algorithmic  components are somewhat different because of the use of  Region-Of-Interest (ROI) based processing, which means the ability to  do partial reconstruction in an eta-phi range rather than the full  solid angle. The timing is also extremely critical for Lvl2 in  particular. The offline have not yet managed to meet the cpu and ROI  goals for all subdetectors, although most are in reasonable shape. The  use within Lvl2 also required a multi-threaded version of Athena (which  was a US-ATLAS deliverable) for this environment. The use of Athena for  online monitoring was demonstrated within the context of the Combined  Testbeam, as well as use of the distributed information service for  viewing and summation of histograms. 

Also explored within the context of the CTB were the calibration and  alignment capabilities, and use of the conditions database. This was  used as an initial testbed to validate the underlying services, with  the intention of performing a full-functionality test during DC3.
8. Do you have a US-Atlas (or all Atlas) bug reporting and tracking system?

BNL of course maintains a trouble ticketing system for users of the Tier1 center.

In terms of grid-related trouble tickets, the iGOC maintains

and uses a trouble ticket system that we use to capture problems not directly related to atlas.  If a shift finds a problem with a non-ATLAS grid3 site for example, its first recourse is to enter a trouble ticket with the iGOC either by web or email. These tickets are coordinated by the iGOC and reviewed in the weekly Grid3 operations meeting.

Overall, ATLAS uses the Savannah system for bug tracking/reporting:

  Savannah Bug Tracking System 

· Bug Tracking Archive
This system is widely and effectively used in the software development community.

9. David Malon indicated that the computing model implies some software development in the area of meta-job or work flow that is not yet captured in a software component requirements document.  Is this covered in a WBS item?  What other under-specified software components are implied by the computing model?

Yes, this work is covered jointly by WBS 2.2.3 (Data Management;  specifically, WBS 2.2.3.5 (collections catalogs, and metadata) and WBS 

2.3.4 (Grid Tools and Services; principally, 2.3.4.2 (workflow services)).   The boundary depends upon a realistic assessment of what grid middleware can deliver and what must be delivered by the ATLAS data management effort.  This boundary, which may move as grid middleware evolves, is one of the reasons it was considered important to place the '05 grid/data management integration new hire at the University of Chicago, close to the center of mass of the ATLAS event store and metadata effort at Argonne.  

Control framework/grid integration is also underspecified in terms of requirements (hence the priority of the new hire), as are some aspects of distributed deployment of grid-accessible databases, though requirements for the latter are currently being in the context of the LHC-wide LCG 3D project.

As Rob Gardner mentioned, the WBS for Grid Tools and Services needs an overhaul, but we do have this in the WBS:

	4.1
	2. 3.
	4.
	1.
	 
	 
	 
	Grid Infrastructure
	0
	1.55
	0
	3.35

	4.2
	2. 3.
	4.
	2.
	 
	 
	 
	Workflow Services
	0
	2
	0
	2

	4.21
	2. 3.
	4.
	2.
	1.
	
	 
	Execution and Data Placement
	 
	
	 
	 

	4.211
	2.3.
	4.
	2.
	1.
	1.
	 
	Middleware workflow services
	 
	0.7
	 
	0.7

	4.2111
	2.3.
	4.
	2.
	1.
	1.
	1
	Use case management, requirements capture
	 
	
	 
	 

	4.2112
	2.3.
	4.
	2.
	1.
	1.
	2
	Specification of abstract workflows for ATLAS resources
	 
	
	 
	 

	4.2113
	2.3.
	4.
	2.
	1.
	1.
	3
	ATLAS transformation design
	 
	
	 
	 

	4.2114
	2.3.
	4.
	2.
	1.
	1.
	4
	ATLAS transformation catalogs and browsing services
	 
	
	 
	 

	4.2115
	2.3.
	4.
	2.
	1.
	1.
	5
	Application wrapper (grid shell-- Condor or Chimera provided)
	 
	
	 
	 

	4.2116
	2.3.
	4.
	2.
	1.
	1.
	6
	Planner configuration (concrete, policy-based, late binding)
	 
	
	 
	 

	4.2117
	2.3.
	4.
	2.
	1.
	1.
	7
	Integration with MDSand/or RGMA
	 
	
	 
	 

	4.2118
	2.3.
	4.
	2.
	1.
	1.
	8
	LCG Planner, integration
	 
	
	 
	 

	4.212
	2.3.
	4.
	2.
	1.
	2.
	 
	Workflow monitoring services
	 
	0.7
	 
	0.7

	4.2121
	2.3.
	4.
	2.
	1.
	2.
	1
	Use case management, requirements capture
	 
	
	 
	 

	4.2122
	2.3.
	4.
	2.
	1.
	2.
	2
	Sensor design and placement
	 
	
	 
	 

	4.2123
	2.3.
	4.
	2.
	1.
	2.
	3
	Event handling system
	 
	
	 
	 

	4.2124
	2.3.
	4.
	2.
	1.
	2.
	4
	Data aggregator, pooling, description, publication
	 
	
	 
	 

	4.2125
	2.3.
	4.
	2.
	1.
	2.
	5
	WorkMon client library (Pegasus based)
	 
	
	 
	 

	4.2126
	2.3.
	4.
	2.
	1.
	2.
	6
	WorkMon client library (LCG based)
	 
	
	 
	 

	4.2127
	2.3.
	4.
	2.
	1.
	2.
	7
	WorkMon prototype framework
	 
	
	 
	 

	4.22
	2. 3.
	4.
	2.
	2.
	
	 
	Resource Prediction
	 
	0.5
	 
	0.5

	4.23
	2. 3.
	4.
	2.
	3.
	
	 
	Computing Model and Architecture
	 
	0.1
	 
	0.1

	4.3
	2. 3.
	4.
	3.
	 
	 
	 
	Data Services
	0
	1.2
	0
	1.7

	4.4
	2. 3.
	4.
	4.
	 
	 
	 
	Monitoring Services
	0
	0.4
	0
	0.4

	4.5
	2. 3.
	4.
	5.
	 
	 
	 
	Production Frameworks
	0
	1.5
	0
	1.5

	4.6
	2. 3.
	4.
	6.
	 
	 
	 
	Analysis Frameworks
	0
	0.75
	0
	4.95


10. Facilities: please justify new estimates for 
(a) tape bandwidth, 
Firstly, the computing model doesn't make specific recommendations regarding the necessary tape bandwidth to be installed at various sites. Our initial projection was based on a linear dependence on the amount of storage to be accessed.
Maybe a more conservative estimate could use a dependence on the specified network bandwidths -- that for a typical Tier 1 would aggregate to about 200MB/sec (simulation archive, Tier 1 backup and Tier 0 downloads). The projection based on that assumption, scaled past 2008 based on a dependence on the data storage volume (for lack of Comp Model guidance) is shown in the appended table. Due to the low cost of LTO tape drives the impact on the overall budget is minor (0.01k$/MB/sec in 2008).
(b) augmentation of facilities for US analysis

The additional capacity for US activities is a rough estimate based on the past experience with RHIC projects. Since until recently transatlantic network lines were considered a very limited resource, we considered safe to preserve a complete EST and MC set at US Tier 1, improving its availability to US analysis by not relying on horizontal transfers between Tier 1s. While counting on remote access may have its benefits, we preferred to take what we though to be a more conservative approach. 
The additional computing resources for group and user analysis is a best guess value of the necessary augmentation to support a widening of the scope of US analysis due to the larger volume of available data.
11.  What is operations model for 2007/2008?  24x7?

Regarding the operations model, I think there is a difference between

Tier1 operations (meaning support for all users) and the model we

established for grid production for DC2 which is described at:

http://grid.uchicago.edu/dc2shift/.  On that page we describe

two prominent features of grid-based DC2 operations:

1) the operations support model between the iGOC and the BNL Tier1,

see "BNL Tier1/iGOC Operations Service Guide",

http://ivdgl.uits.indiana.edu/~grid3status/dc2/.  (username/passsword:

usatlas/usatlas).  This links to a page with sensitive information, i.e., phone numbers, so it is password protected. It shows critical services monitored by the iGOC, hours of operations, test methods the iGOC staff uses for those services and how often they monitor them, what we (atlas) expect them (igoc) to do when services fail, etc.  Importantly it establishes an operational agreement and communications channel between the two facilities. 

2) The detailed BNL response model to problems received from either the iGOC or from DC2 shift personnel.  This protocol is shown on the front page, "BNL Tier1 Response Model".  This gives shifters, managers, iGOC personnel information on what is done when problems are being resolved at BNL.

The operations model was developed after lessons learned in the early phase of DC2 when problems arose and we found our problem resolution tracking procedures lacking.

So we have some good experience with grid operations issues in

US ATLAS -- and it should be noted that this accounts in part for our efficiency.  Note that ATLAS-LCG team did not quite figure out how to use the LCG operations centers in this way.We probably were a little more on top of it since one of our Tier2 centers is co-located at the iGOC, and Fred Luehring has been overseeing that effort for ATLAS.

What our 2007/2008 model should be I think should build on these lessons. 24/7 operations should be used if only to capture problems off hours. This will be especially important for handling security incidents.  Our policy was that if a critical service disrupting DC2 production went down off hours, the iGOC was instructed to wake up the designated person on-call at BNL.  Fortunately we've had no security incidents during DC2.

12. Elaborate on job duties of tier 2 staff.  Is 2 FTE matched to new plans for Tier 2 size?

The 2 FTE at each T2 are program funded. Most (all, so far) T2 have matching FTEs and existing compute centers with experienced staff. We therefore believe the 2 program funded FTE are still adequate with the latest size estimate for T2s.
For the job duties at the Tier2 centers, here is some input from on plans for the Chicago/Indiana Tier2 center.  The Tier2C's have similar plans as the extra staff are for integration into OSG and outreach to other sciences and groups.   The Chicago/Indiana center we have four FTEs with various roles (quote from our proposal):

------------------------------------------------------------

5.b
Chicago Role: Application Level Services and Analysis Environments

Chicago will be primarily responsible for the analysis software environment,

integration of ATLAS services with the Tier 2 facility, and physics data

management. This will include 

.
Software, storage, and database services and replica management

.
ATLAS production system services deployment and operations

.
ATLAS distributed analysis services support, including ATLAS

releases and application specific services 

.
Tier 2-level distributed database support, such as for calibration,

geometry, alignment

.
User support for application and data services

.
Interoperability with TeraGrid, OSG and LCG/EGEE grid services

The UC site will have one database administrator and one grid ATLAS

applications specialist to perform these functions. UC will contribute an

in-kind match of 2/3 of one of these two people.

5.c
Indiana Role: Infrastructure, Core Services and Operations

IU will concentrate on the lower level infrastructure services, starting from the cluster metal and working up towards production middleware services. The list of responsibilities includes:

.
Hardware and network architecture, including storage hardware

architecture, system administration, OS versions, user accounts, backups, etc.

.
Grid service deployment, maintenance, and administration; middleware versions, grid servers, grid certificates, etc.
.
System monitoring of the MWT2

.
Network monitoring and maintenance

.
Security and incident response handling

.
User support for hardware, network, grid, and OS issues

.
Support for TeraGrid user services

.
Operations support

The IU site will have one Linux systems administrator and one grid

administrator to perform these functions. IU will contribute an in-kind

match of 2/3 of one of these two people.

5.d
Role of the iGOC

The IU-based Global Research Network Operation Center (Global NOC) that

hosts both the iVDGL Grid Operations Center (iGOC) and the Abilene NOC

(among others) has agreed to provide 24x7 monitoring of the Tier 2 center. As is the case for Grid3 and the ATLAS DC2 operations, whether an after hour call-out will occur will depend on the severity class of the problem. Operators assign problem reports to different severity categories. The most severe problems (defined as stopping production) result in an immediate call-out, less severe problems that slow but do not stop but slow production wait until the next morning, and other problems (e.g. user questions) wait for the next working day but email is immediately sent to the assignee who may respond sooner. The 4 FTE's mentioned above will be assigned many of the trouble tickets and work closely with the Global NOC staff on problem resolution. We firmly believe that the intellectual capital in these FTEs is crucial to the success of the Tier 2 center.

Here is the operations model from the Southwest Tier 2C proposal:

1.1. Operations Model

The SWT2C budget allows for a staff of 11 FTE ATLAS dedicated personnel to run Tier 2C operations.  Both UTA and OU will provide sixteen hours of attended operation, seven days a week, for each center.  For the remaining eight hours of operation (midnight–8 a.m.), we will have emergency pager support.  The system manager at each site will be available 40 hours per week.  Each system manager will be backed up by two full time postdocs, and a graduate student.  UTA will also support a second graduate student from local resources.  An additional dedicated FTE will be available each from OIT at UTA and OU, which will be extremely useful during the hardware setup and expansion periods.  UNM will initially have 40 hours of attended operations, supported by local funds, but it is planned to extend that coverage, using local support, to be similar to UTA’s and OU’s  The satellite LU site will have twenty hours per week attended operation.  The system managers at OU and UTA will have root privileges at both facilities to ensure seamless operation of the two sites, and experienced backup support during emergencies.

13. Physics Analysis Model: what plans do you have for assessing the usability of this model?  Will the run-up to the Rome workshop be a valid test?

During the Athens workshop, only one presentation out of ~50 used the data generated by DC1.  The remainder used earlier generated or private datasets.  We expect that the majority of the talks in the Rome workshop will be based on the data from the organized Rome production.  This will be an useful (though smaller in scope) exercise of the analysis setup.

There are two components to the Physics Analysis Model: 

- The EDM and tools to support physics analysis downstream of  reconstruction and to 
  couple to e.g. ROOT 
- A distributed physics analysis infrastructure that supports splitting  and merging 
  of jobs for GRID processing. 

Prototypes of the former were delivered for DC2, and have already been  used for some early physics studies. The Python-based coupling to ROOT  is also now available in prototype form. However, both of these are  expected to evolve significantly once they are used by a larger  community and deficiencies are discovered and more features requested.  The Rome Workshop will drive much of this evolution. One of the  explicit goals of that workshop is to provide feedback on the ESD and  AOD definitions and the suitability of the prototypes. DC3 is intended  to be the testbed for a second major design iteration on these. 

The distributed analysis infrastructure has not yet been tested in any  significant manner, but again the Rome workshop will be the proving  ground. It is scheduled for Review in July within the sequence of  subsystem reviews mentioned at this review.
