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Executive Summary

US Atlas is making good progress towards an exciting physics program at LHC.  The accomplishments in the last 12 months are significant, with notable progress on virtually all fronts.
DC-2 was a major success both in terms of numbers of events produced, and the fraction produced by the US team.  It was also notable in terms of having a significant number of software components put through their paces, particularly data management and grid tools.  DC-2 was, however, 6 months late and was de-scoped in some ways; calibration and alignment were omitted, and physics analysis was deferred and is planned for the near future.  With strong efforts by the production team (frequent manual intervention), Atlas achieved higher efficiency in grid running than other large groups have seen.
The US continues to provide strong software leadership, particularly in core software, as well as in data management.  Overall good progress is being made, and no serious problems were identified.  As the software project moves from R&D into deployment, increases in software process maturity will become necessary (source control, integration testing).  Last minute scope creep will need to be guarded against.

Changes in the Atlas computing plans are now requiring increased computing hardware resources.  These changes are projected to result in budget shortfalls as LHC climbs to full luminosity.  Some of the out-year plans are not adequately justified by the documentation available to the committee and need to be re-visited, particularly requirements for tape bandwidth and augmented computing capacity.
1 Introduction

The seventh Atlas Physics and Computing Advisory Committee meeting was held at Brookhaven National Laboratory on February 1-2, 2005.  The committee was asked to look at the following topics:
· Project Organization / Management

· Core / Framework Software

· Data Management

· Other Software

· Grids

The short time for the review (one day plus responses to questions) did not allow the committee to address all subtopics in the charge.  In particular, we were unable to address issues related to funding priority and allocation, especially the split between M&O and the Research Program.  However, we were able to look at staffing within software and facilities and facilities hardware plans, and have some comments in these areas.

The first day of the review was primarily presentations with question and answers.  A number of requests for additional information were given to the project at the end of the day, and responses were presented the next morning.  A verbal closeout was held at noon on the second day.

Two of the review committee had participated in previous reviews, two were new to the review committee (an intended fifth returning member was unavailable due to illness).  This level of continuity is essential to perform an adequate level of review in a two day meeting, and should be sustained into future reviews.
Background material was posted online for the committee the week before the review, and most talks were posted the day before the meeting.  The web sites were extremely helpful and convenient.

The talks were well done, and the presenters exhibited great willingness to answer questions and help us in understanding the state of various aspects of the project (essential for such short reviews).  We commend all the presenters and organizers for their hard work.
2 Recent Progress

In preparation for LHC turn-on, the Atlas experiment has planned several data challenges to test various aspects of the software and computing. During 2004, significant computing/software effort went into the latest of these:  Data Challenge 2 (DC-2). As planned, DC-2 was intended to be a multi-phase effort which would test the full chain of simulation, reconstruction and analysis, as well as gain real-world experience with the use of the grid middleware.

The committee is impressed by the significant progress made since the last PCAP review in November 2003. DC-2 has demonstrated large scale use of Geant 4 for simulation, as well as the deployment of an optimized pile-up and event mixing. The EDM was deployed using POOL persistency including the possibility for multiple output streams. One area seen to be a significant problem in the past, detector description, has been turned around completely. 

DC-2 also allowed for the demonstration of the use of grid middleware for Atlas in a production environment. Atlas-specific software components (Don Quixote for data management and Windmill for job submission) were developed by US Atlas personnel and allowed the use of 3 large grids (LCG, Nordugrid and Grid3).  Components specific to the use of the US resources on Grid3 were developed by US Atlas, and were used to contribute about 1/3 of the total production for DC-2.

Especially notable is the fact that the Atlas production achieved much higher efficiencies, in particular on Grid3, for successfully completed jobs than have been reported by other experiments. Altogether these are important steps in the direction of routine use of grid tools to enable the exploitation of distributed computing resources.

Overall, DC-2 has led to a number of major achievements, and the Atlas developer and production teams should be proud of their progress. US Atlas has also clearly played a leading role in many aspects of DC-2 and Atlas computing in general.

By design, the data challenges are also intended to help flag problematic areas, and DC-2 was no exception. Three high level points stand out: the entire DC-2 process was delayed by about 6 months, some de-scoping has occurred and the last phase (analysis use of the data produced) has yet to happen.  In addition, some scaling problems were encountered in ramping up to thousands of processors (as one always expects).
The primary cause of the delay and de-scoping was identified as late delivery and inadequate prior testing of many software components. A separate activity, the Combined Test Beam (CTB), required software support and thus delayed preparation for DC-2. The result was that the system integration was done in a "big bang" fashion. Atlas management recognized, however, that an important underlying problem is the need for additional management/planning. The committee agrees with this assessment. As the experiment moves from a development/prototype phase to one of deploying and operating large computing systems, additional management effort is needed for system and integration level activities. 

The phase III of DC-2 was intended to include the (distributed) analysis of data produced during the earlier production phases. This part was delayed and is expected to take place over the next few months as part of the preparations for the workshop in Rome, Italy in June, 2005. This part of the challenge is in some sense the most important as it validates key aspects of analysis and computing models.

One of the items dropped in the de-scoping of DC-2 was the calibration and alignment part of the challenge. No real plan for tackling this part of the challenge in the future was presented, but is presumably part of DC3.

The proposed set of 10 mini-reviews to follow up on the DC-2 activities, including one on "distributed analysis" after the Rome workshop, looks to be very healthy. This sort of systematic attempt to learn lessons from the DC-2 experience will undoubtedly greatly benefit the experiment.
Recommendation: Carry out these reviews as planned, and ensure that lessons learned are incorporated into planning for DC-3 as rapidly as possible.

3 Software

3.1 Core Software

The committee was impressed by the success of the CTB and the concomitant software development progress.  The current software and management team has been relatively stable and is making good progress, although manpower is stretched very thin.  The timely completion of new hires should remain a high priority so that the remaining critical manpower issues are addressed.  We applaud the leadership role maintained by US ATLAS within the international ATLAS computing and software effort through its critical contributions in many areas. With the recent progress, core software maturity has improved considerably and, while the schedule for the next two years is highly constrained, progress toward readiness for turn-on is good and the schedule is realistic.  The current prioritization of architectural issues and allocation of manpower are appropriate for US ATLAS to meet its core software commitments.

3.2 Data Management 
We heard that, with additional manpower finally secured, the US contribution to the ATLAS data management effort is in good shape and making good progress, and has effectively addressed the issues raised by the committee in past reviews.  The interactions of the US ATLAS data management effort with LCG and ATLAS appear to be proper and working well, including the progress with POOL integration and the initiation of the LCG 3D project.  The priority assigned to participation in the 3D project is appropriate.  We applaud the proactive testing of the data management tier 0 components, but remain concerned by the lack of scalability testing of the tier 0 components as well as the TAG and event data enhancements.  

The committee also applauds the efforts of the data management team to improve conformance to documentation and coding standards, and initiate lightweight code inspections and more comprehensive reviews.  These and similar processes contribute significantly to the assurance of software and documentation quality.

Recommendation: We encourage the adoption of similar "best practices" quality assurance processes by all US ATLAS software teams.

3.3 Grid Software

The committee was pleased with the progress in grid software since the last review.    The ATLAS approach of utilizing multiple grid infrastructures through a common job submission infrastructure with configurable interfaces has been very successful.   The Windmill infrastructure, much of which was developed in the US, has been used to successfully submit tens of thousands of jobs to Grid3, LCG, and NorduGrid.      Maintaining interoperability between the three grids while trying to advance to the next level of functionality and robustness will require coordination.   The committee endorses the formation of the International ATLAS grid coordination task force. Strong participation by US-ATLAS will be necessary to ensure that the OSG infrastructure is well integrated into ATLAS.

Despite the progress made on ATLAS distributed computing infrastructure for generating simulated events, the committee notes that there is much left to do in the final years before the start of the experiment.    Additional effort will be required over the next year to increase the efficiency to successfully complete a submission to avoid unnecessarily wasting computing resources.     In order to achieve higher efficiency better monitoring and diagnostics should be employed to identify problems.

ATLAS as a whole should be planning for advanced functionality in future off-project components.  However, it should be identifying fall-back positions in case solutions are not developed and delivered in time for the start of the experiment.    The time until the start of running is becoming sufficiently short that the minimum needed for a basic physics program can be identified, and alternative solutions can be prepared for critical components.

Recommendation: The committee encourages US-ATLAS to participate in the development of distributed analysis prototypes as planned over the next year.   
The progress in the development of systems for distributed event simulation production is impressive, but there are significant resources identified in the ATLAS computing model for user level analysis and distributed analysis prototypes are needed early to train the user community.

3.4 Software (general)
We were informed that the computing model implies some software development in the areas of metadata management and workflow services that is not yet fully captured in a software component requirements document, and that other areas (control framework/grid integration and database distributed deployment) are also under-specified.  While some of these developments are meant to be addressed by the '05 grid/data management integration new hire or are being addressed in the context of LCG projects, identifying all such areas with effort estimates is crucial for planning and resource allocation.

Recommendation: Identify the areas where there is software work remaining to be done, including any unspecified or under-specified components.

The apparent lack of involvement of the broader ATLAS community in the use of the data produced in the recent challenges continues to be a point of concern to the committee.  It was mentioned that during the Athens workshop, only one presentation out of approximately 50 used the data generated from DC1.  As a result, the analysis software and related items are still largely untested, and the ESD and AOD remain incompletely specified.  It is certain that close examination of the data will identify deficiencies in the analysis software and the ESD and AOD definitions.  We were informed that examination of data from DC-2 phase 3 would be performed in the context of the Rome Physics workshop in June 2005.  An explicit goal of this workshop is to provide feedback on the ESD and AOD definitions and analysis tool prototypes, so that a second major design iteration can be completed for DC3.  Success of the Rome workshop is thus necessary for the completion of the goals for DC3.  We are concerned about the highly constrained schedule for DC3 and the critical dependence on the Rome workshop for necessary feedback, but are encouraged that ATLAS management is placing an appropriately high priority on these activities.

4 Facilities

The committee was impressed by the contribution to the ATLAS data challenge made by the Brookhaven Tier-1 center and the US-ATLAS Tier-2 prototypes. In combination with the opportunistic resources from Grid3, US-ATLAS has been able to more than meet their obligations to ATLAS.    

The committee was impressed by the strong management of the US-ATLAS computing facilities. The people responsible appear to be making efficient use of the resources available.   The new Tier-1 facility manager, Rizwan Popescu, appears to have engaged quickly in his new position.

The current Tier-2 prototypes, which were accepted to become US-ATLAS Tier-2 centers, are at a reasonable level to ramp to production capacity by the start of the experiment.    These centers have been consistently supported by the iVDGL program and made efficient use of their facilities.    There was some concern expressed about the steepness of the ramp to production capacity at the BNL Tier-1 center.   The current Tier-1 is somewhere around 1%-2% of the final expected capacity in 2008.    The Tier-1 facility has been consistently smaller than the Tier-2 prototypes and will be deploying large quantities of processing and storage resources over the course of the next 3 years.     Intrinsically, we do not identify this as a problem, but encourage the Tier-1 facility to work closely with Brookhaven facility and the US-ATLAS Software and Computing management. The personnel at Brookhaven responsible for facility planning should be consulted to ensure infrastructure resources, like power and cooling, are available and do not delay the already tight deployment schedule. US-ATLAS Software and Computing management should ensure the proposed facility ramp meets the needs of ATLAS DC3, and later, the start of running.

The other facility ramp and operations issue the committee noticed regarded the final steps of Tier-2 commissioning. US-ATLAS is planning to solicit proposals for as many as two additional Tier-2 centers toward the end of this calendar year. Taking into account the time of a selection process, the time to allocate funding, and the potential for procurement and university hiring delays; the time to install and commission these final Tier-2 computing centers before the start of the experiment is fairly short. The schedule is by no means impossible, and the committee only encourages this year’s Tier-2 selection committee to consider including the speed of installation and commission, as well as needed operational learning time, as criterion for the next selection process.

4.1 Evolution of Facilities Requirements and Plans

The reworking of the ATLAS computing model requirements increases the expectations on the Tier-1 center considerably. The Brookhaven Tier-1 was already larger than nominal ATLAS estimates due to the larger head-count in US-ATLAS.  The further increases push the technology choices required to meet this new computing scale. The committee endorses the decision by US-ATLAS to adopt dCache, developed by FNAL and DESY.   The use of a common mass storage solution in the US and several international Tier-1 centers should result in a more robust and supportable solution. We do note that the Tier-1 is now relying on an externally supported product for which they have limited operational experience. We encourage them to maintain close contact with the dCache collaboration and build their operational experience over the next three years.

The committee found two items in the facility planning that should be addressed before the funding agency review in March. The current estimates for required tape I/O at the Tier-1 center do not seem to be sufficiently well motivated and need to be revisited.   The expected ATLAS analysis access pattern and the global facility I/O should be considered in the calculation. Naively, the large percentage of ATLAS data resident on disk would seem to reduce the required I/O to and from tape, but the calculation should be performed within the larger context of supporting ATLAS remote custodial data storage, Tier-2 archival data support, and expected patterns of analysis access.

The other area the committee would like to see more detailed facility estimates in the future is the amount of computing dedicated to US physics use.  It is currently difficult to reconcile the small estimates from international ATLAS for individual user analysis with the seemingly large estimates for augmenting them for a US-ATLAS leadership profile.

Recommendation: As these two items (tape bandwidth and computational capacity) are large budget items in the years in which funding guidance is insufficient to meet the planned procurements, a bottoms up re-evaluation should be carried out.

Overall the committee is very pleased with the facility progress. The next several years will require significant work in deploying both facilities and services, but US-ATLAS seems to be on a plausible path for success at the start of the experiment.  

5 Management

Overall we feel that US Atlas has a good management team in place, and that the project is progressing at a healthy rate.  We were informed that the WBS needs updating (good process planning); project tracking seems very good.
5.1 DC-3 Preparations

Atlas plans to conduct its next data challenge, DC3, starting in the first quarter of 2006. The expectations for DC3 were presented at only a very high level in that it is intended as a test of the "final" prototype, which will likely be that used for initial operation in 2007.

Due to the delays in DC2 (including effort going into finishing phase-III) the time before DC3 is actually quite short. For DC3 to be an opportunity to push Atlas software and computing to the next level, management effort is probably needed in the very short term to establish the specific goals of the DC3.

As noted by the Atlas computing management, the period after DC3 will likely be characterized by "continuous" production activity rather than "regroup and rethink" activities such as those in progress following DC2. This is potentially the real challenge of DC3. 
Recommendation: The committee recommends that Atlas define in the near future the aims for the DC3 challenge itself and then develop a deliverables plan which allows for component testing and system integration tests in the lead-up to DC3 rather than starting from some particular deadline in early 2006. Successful planning for the evolution of an operational system is a milestone in itself.

One additional small concern that the committee has was that the ramp-up of the hardware and manpower resources at the Tier-1 and Tier-2 sites needs to match what is needed for DC3. As what is expected from DC3 isn't fully specified, there is at least the possibility of a mismatch.

5.2 User Support
We were presented with a model of a “virtual corridor” for user support, in which experts would not be co-located at any one place (as FNAL is planning), but would instead be accessible over the internet in a virtual sense.  This has the advantage of being more inclusive of distributed experts, and also of being more smoothly integrated into International Atlas.  It also is intended to be functional without a (domestic) trip to a laboratory.  However, the information presented was not specific enough to see how this will function in practice.  For example, how will a young researcher “wander down the corridor” to find a relevant expert (as could be done during a stay at FNAL)?  
We felt that some additional work should be done in defining these details, and in specifying metrics for success.  That is, how will you measure how well this approach is functioning?  User support will be a critical component of (pre-) operations, and such metrics will become valuable input for project management and optimization.

Recommendation: Expand the definition and implementation plans for the virtual corridor.

5.3 Scope Changes
In last year’s review a recommendation was made to institute a formal scope change process for U.S. Atlas software.  This was felt to be necessary in view of the large number of important areas in Atlas software which were understaffed, leading to a temptation to US Atlas staff to “save the day” by taking on additional scope.
Two potential scope changes were visible in the brief presentations: (1) the increased use of Athena in online, and (2) the need for additional grid integration software (workflow), which might have originally been expected to come from off-project resources.

In the end, these may have been small enough changes to not require something else to be de-scoped or formally postponed as an optimization.  Nevertheless, they quite likely should have triggered a check, so that all potentially affected people would be aware of the actual or impending changes.

In some cases, it will be essential that the US teams take on critical unfinished development work not currently within their scope to ensure Atlas success.  However, this should be done in a visible way which includes de-scoping other work, so that US Atlas is always able to fulfill its obligations.
This change control process remains incomplete.  We were informed that a formal process should be triggered if staffing is moved between WBS elements at level (4?), but we feel that this does not provide a rigorous enough process trigger.  Any changes which results in a significant increase in the (manpower) cost of a WBS element, possibly coming from a refinement and extension of the requirements and scope of that WBS item, should be reviewed as a potential scope change so that other items are not critically delayed.

Recommendation: Adopt a more thorough scope change process.

5.4 Software Development Q/A

It came to our attention that not all of US Atlas software is currently in CVS.  We encourage management to raise the bar on software change control by insuring that all software is under such source control tools.

As mentioned above, additional planning will be necessary to do software integration ahead of DC3. This will require a commitment of resources to software testing. It has proven valuable on other projects to have designated alpha/beta software testers who are not the software developers, and who are tasked and given adequate time to rigorously put the software through its paces ahead of release to the broader user community.  These friendly early users can help to ensure everything is ready when physics running begins.

5.5 OSG

We endorse US Atlas’ participation in OSG activities, and believe that a functioning evolution of Grid3 can be an important part of the US strategy to extract physics from the Atlas detector.  This has been especially true during data challenges in which CMS and Atlas alternate stressing the shared resource: the larger resource accelerates the rate at which scaling problems are identified and addressed. Once physics running begins, of course, there is no net gain in sharing HEP/LHC funded resources (zero sum rule), and so efforts to build a more powerful OSG should be made in areas where additional leverage is possible.
6 Appendix: PCAP History
The U.S. ATLAS Project Management set up the “U.S. ATLAS Physics and Computing Advisory Panel” (PCAP) in December 1999. The Panel advises the U.S. ATLAS project managers on the U.S. part of the project, on common projects with other LHC experiments and on the relation with International ATLAS. The main areas addressed by the Panel are:

· Project management

· Physics

· Software

· Facilities

The Panel reports to the U.S. ATLAS Project Manager.

Reviews were initially held twice a year, switching to annually in 2003:

January 10-11, 2000
First review meeting at BNL
October 26-28, 2000
Second review meeting in Boston
May 21, 2001
Third review
October 30-31, 2001
Fourth review
November 14-16, 2002
Fifth review

November 25-26, 2003
Sixth review

February 1-2, 2005
Seventh review

These reviews are in addition to the annual funding agency reviews of LHC US Computing (Atlas and CMS).  The earlier reviews encompassed both Physics and Computing topics, whereas the more recent shorter reviews have been focused primarily upon computing topics (facilities, software, management of computing).
