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1.  Project Objective

The U.S. ATLAS Project consists of the activities to design, supply, install and commission the U.S. portion of the ATLAS detector.  The detector will become part of the Large Hadron Collider (LHC) at CERN, the European Laboratory for Particle Physics.  The ATLAS detector is being designed to understand the dynamics of electroweak symmetry breaking.  The U.S. ATLAS collaboration is funded jointly by the U.S. Department of Energy and the National Science Foundation.

The fundamental unanswered problem of elementary particle physics relates to the understanding of the mechanism that generates the masses of the W and Z gauge bosons and of quarks and leptons.  To attack this problem, one requires an experiment that can produce a large rate of particle collisions of very high energy.  The LHC will collide protons against protons every 25 ns with a center-of-mass energy of 14 TeV and a design luminosity of 1034 cm-2 s-1.  It will probably require a few years after turn-on to reach the full design luminosity.

The detector will have to be capable of reconstructing the interesting final states.  It must be designed to fully utilize the high luminosity so that detailed studies of rare phenomena can be carried out.  While the primary goal of the experiment is to determine the mechanism of electroweak symmetry breaking via the detection of Higgs bosons, supersymmetric particles or structure in the WW scattering amplitude, the new energy regime will also offer the opportunity to probe for quark substructure or discover new exotic particles.  The detector must be sufficiently versatile to detect and identify the final state products of these processes.  In particular, it must be capable of reconstructing the momenta and directions of quarks (hadronic jets, tagged by their flavors where possible), electrons, muons, taus, and photons, and be sensitive to energy carried off by weakly interacting particles such as neutrinos that cannot be directly detected.  The ATLAS detector will have all of these capabilities.

The ATLAS detector is expected to operate for twenty or more years at the CERN LHC, observing collisions of protons, and recording more than 107 events per year.  The critical objectives to achieve these goals are:

· Excellent photon and electron identification capability, as well as energy and directional resolution. 

· Efficient charged particle track reconstruction and good momentum resolution.

· Excellent muon identification capability and momentum resolution.

· Well-understood trigger system to go from 1 GHz raw interaction rate to ~100 Hz readout rate without loss of interesting signals.

· Hermetic calorimetry coverage to allow accurate measurement of direction and magnitude of energy flow, and excellent reconstruction of missing transverse momentum.

· Efficient tagging of b-decays and b-jets.

2. Project Manager’s Summary

 The second quarter was highly productive in the software area, but more of a holding pattern in the facilities area.   Given the limited funding, this emphasis on software is important, as ATLAS overall is only now gaining a sufficient software infrastructure to make the production of large sets of data viable.  The major focus of software effort was in the area of preparing for a release of software to allow for physics studies to be presented at the Lund physics workshop.   This has emphasis on the “fast” ATLAS simulation package, Atlfast.   

In support of this effort, much project and non-project funded effort has gone into the areas of the Athena control/framework, Objectivity database configurations, ROOT database configurations, calibration database, Event description, event generators and detector description.

The initial software agreement for the control/framework package neared finalization in this quarter, and as this report is being written, a copy of this document is being circulated for signatures.   One component of this software agreement is the inclusion of effort from LAPP-Annecy in the deliverable of the data dictionary.   The complications of a three-way negotiation (Intl. ATLAS, U.S. ATLAS and Annecy) have drawn out the process of writing the software agreement, but it is hoped that more will be forthcoming with greater ease in the future.

Another development on the international front was the creation of a draft management plan for all aspects of  LHC computing.   In the initial inception of this plan, the Director General of CERN focused exclusively on soliciting advice from Member (as opposed to non-Member ) states.  This was largely a political maneuver designed to extract additional contributions from the Member states, but did leave open the taxation/representation issue.  It should be noted that the management of all 4 LHC experiments (ALICE, ATLAS, CMS and LHCb) voiced strenuous opposition to the exclusion of non-member states.  It appears that this united voice of the experiments has had some impact, but it is an area that must be watched carefully.

There was a ramp-up in grid activities in this quarter, with hires and postings made for positions directed at grid research.  Although funds for these efforts are flowing, overall it still represents a diversion of a large component of non-project funded manpower away from core software activities.   The ultimate goal of a viable grid to allow a democratic access to data may be realized and is a laudable goal. However in a period when funding is severely limited relative to the needs of the project, it makes project management difficult. 

The major focus in upcoming quarters is to consolidate the software effort, produce a viable integrated plan for grid-related R+D and to provide a sufficient level of support for the Regional Center, which has so far been starved for funds for personnel.

3.  WBS 2.1 Physics Manger’s Report (Ian Hinchliffe, LBNL)

Some of the primary goals of the Physics Subproject include the support of event generator and their interface to the ATLAS framework (WBS 2.1.1).   In September 2001, a physics workshop is scheduled to be held in Lund, Sweden.  For this workshop, a release of the Athena framework is scheduled which incorporates the main physics event generators, and the Atlfast detector simulation package, which features a fast simulation of the detector.

 As part of the "Lund" software release, the event generators Isajet and Pythia were fully integrated into the Athena framework and the code made available to the ATLAS user community. A partial implimentation of Herwig was also made available although this was not supposed to be part of the release. Work has begun on the integration of the tauola decay package.

Summary of Major Milestones and Deliverables:

Forthcoming Milestones:

WBS 2.1.1 

(29, June, 01)  Library of generators available.  Isajet and Pythia are likely to be supported, whereas Herwig, StdHep, Tauola and Vecbos are likely to not be available in this release of Athena.   The major issue in the late generators is the lack of support for the Physics Manager.

4.  WBS 2.2 Software Manager’s Report (Torre Wenaus, BNL) 
WBS 2.2.1.1, 2.2.1.2, 2.2.1.4 Framework, Architecture and Event Model 

Much of the work in this reporting period was focused towards the major milestone of the so-called "Lund release" (2.0.0), scheduled for early July 2001 to support physics analysis work leading up to the ATLAS Physics Workshop in Lund in September. This release has the following deliverable set for Framework and related software:

· Two event generators (Pythia and Isajet) [LBNL]

· AtlfastTemp (Fortran fast simulation) [CERN]

· Atlfast OO (C++ fast simulation)  [UC London]

· Lightweight Athena installation [LBNL]

These were all available at the end of the reporting period. Other significant developments within the US effort are outlined below. 

· Draft versions of the 2.0.0 Athena Developer and User Guides were released for feedback.

· A new Gaudi framework release (v8) was developed and tested, incorporating ATLAS and LHCb developed bug fixes and enhancements. This version is identical in its source code between the two experiments. It will be installed as the production ATLAS version once the 2.0.0 release is finalized.

· The Athena Service management infrastructure was redesigned in order to reduce coupling and improve the ability to defer instantiation of services. Although testing is almost complete, this will be introduced as an upgrade to Gaudi v8 (probably v8r1).

· Athena was successfully ported to the gcc 2.95.2 compiler required for recent Objectivity database versions. The schedule for Solaris support is now the 3.0.0 release, as agreed with the ATLAS Computing and Release coordinators.

· A prototype Data Dictionary implementation was released. This is a joint deliverable of LBNL and LAPP Annecy.

· As part of the overall migration of ATLAS software to use the CMT configuration management tool instead of SRT, procedures and tools were setup in conjunction with C. Arnault (Orsay). The Athena examples, the generators and Atlfast fast simulation now function under this environment.

· The USDP environment at LBNL was updated to the latest versions of the Rational Product Suite, and a reorganization of the web site is underway in an attempt to improve access. Several new sets of requirements (e.g. from the High Level Trigger) are being entered into the system. Tracking of requirements is being added.

· Enhancements to the scripting support to improve the flexibility for control of Athena applications, provide access to data objects and to remove the need for explicit synchronization of the Python and C++ environments are underway, but incomplete at the end of the reporting period. They are targeted to the 3.0.0 release.

· The Atlfast fast simulation was ported to the StoreGate transient store. This is not yet in production but will become the default following the 2.0.0 release.

· A strawman computing model covering the area between the Event Filter and Physics Analysis environments was developed in conjunction with the High Level Trigger Group. This is designed, amongst other things, to be used as a basis for the database architectural model. It has yet to be fully integrated with the overall computing model which focuses mainly on aspects downstream of bulk reconstruction.

· Marjorie Shapiro [LBNL] has agreed to work within the context of the Athena detector data store to implement a prototype alignable geometry, tying together the work of the Detector Description Group (XML geometry description and generic model) and the Database Group (conditions database) with the needs of reconstruction.

· Since the first release of the StoreGate Transient Data Store (TDS), most of the ATLAS reconstruction packages have successfully migrated to StoreGate in Release 2.0.0. The first release of StoreGate was built as a layer over the Gaudi Event Model providing type safe access to data objects in the TDS.

· Several additional functionalities have been added including:

· Support for making data objects un-modifiable by subsequent algorithms in the transient data store.

· The Gaudi Event Model imposed constraints on what can be recorded and retrieved from a TDS. Only objects inheriting from specific event model support classes could be stored. These requirements were removed in StoreGate by introducing the concept of "DataBucket".  Clients may now record and retrieve any object or a collection of elements (such as a vector of integers) in the TDS using the same interface.  Internally (invisible to the client), the object is dumped into a DataBucket.

· The first version of DataLinks has been released in 2.0.0.  DataLinks describe the persistable representation of a relationship between two objects in the TDS, such as a Track being associated with Hits. The persistable relationship contains two components:  a component describing the collection into which a link is being established and a component describing the element in the collection. The latter is dependent on the type of collection – vectors, lists, maps etc. DataLinks allow links to be established to elements in any collection.

· A new back end for the ATLAS event data model is being studied as the current implementation does not meet the aggressive online performance requirements. A prototype, which was handed to the trigger group for performance evaluation, showed significant improvements in access to objects in TDS.  The back end is being evolved to handle persistency, making use of the Gaudi-developed Conversion Services.

· Hong Ma (BNL) has been asked by the ATLAS management to serve as the Raw Event Data Model Coordinator in which capacity he will coordinate the activity developing a coherent raw event model that satisfies the requirements of all detector groups, including online. Access to raw events must be efficient and simple, unpacking only the regions of interest on demand – especially from online considerations. Hence, the structure of collections in the TDS that hold the raw event objects and subsequent navigation into these collections must be well-defined and satisfy the requirements of all groups.  

· An Athena Tutorial was held in conjunction with the ATLAS Software Week in Frascati on 18 May 2001. The original tutorial material was considerably revised to reflect new functionality.

· An Event Data Model Workshop was held at CERN on 26 June 2001.

· An Event Data Model (StoreGate) Tutorial was held at CERN on 27 June 2001.

· A Data Dictionary (ADL) Tutorial was held at CERN on 27 June 2001.

WBS 2.2.1.3 Databases and Data Management 

The bulk of U.S. ATLAS database development effort in this reporting period was directed toward support of a successful major release of ATLAS software, the 2.0.0 “Lund” release. Two major components of this work are the database infrastructure needed to support the ATLAS fast simulation program (Atlfast) in Objectivity and ROOT, and support for inter-object references.  

It was not anticipated at the beginning of the quarter that database support for Atlfast would occupy such a significant fraction of core database developers' time.  At the request of the ATLAS Physics Coordinator together with the Computing Coordinator, a persistence-capable version of Atlfast became a centerpiece of the "Lund program."  This required keeping up with a rapidly-evolving target, as fast simulation developers scrambled to enhance the transient Atlfast code to support Lund physics needs, releasing seven revised versions of Atlfast in the final release preparations, in some cases involving substantial changes to the persistent data model.

With the Lund release now in bug-fixing stages, we expect to transfer responsibility for Atlfast persistence to the Atlfast package developers themselves.  In the coming quarter, however, we will provide whatever support is needed to allow the Lund physics agenda to succeed.

At the beginning of the quarter the U.S.-developed Objectivity conversion service for Athena could support relatively complex objects, but inter-object references were supported only inside system-supplied event headers. Physicist-defined objects could not point to one another. While a final implementation must involve the still-developing StoreGate, in the Lund Release it was necessary to provide interim support for such pointers in the database to meet immediate needs.  The Athena Objectivity conversion service was enhanced, therefore, to support Gaudi's SmartRefs.  These are currently available for general use, and are used in Atlfast persistence, but are not being widely advertised since they represent an interim solution pending an implementation compatible with StoreGate.  

A joint event model/database workshop was held at Argonne in early April to ensure synchronization of StoreGate and database plans.  We expect the work on SmartRef persistence to transfer well to the StoreGate DataLink/DataBucket model. Database support for StoreGate DataLinks and DataBuckets is a principal deliverable expected in the next major release of ATLAS software. 

Much work was done early in the quarter on the problem of bridging the gap between Athena and simulation framework (FADS/Goofy) representations of Monte Carlo events and Monte Carlo event collections.  This work is currently on hold pending resolution of (non-database) issues on the convergence of Athena and FADS/Goofy. It also awaits migration of the ATLAS generator packages to a newer version of HepMC events, with CLHEP-compatible naming.

A substantial amount of U.S. database effort in the current quarter has been directed toward laying the groundwork for development of an ATLAS database architecture document.  This has to date been largely an Argonne/University of Chicago activity.  RD Schaffer, the European half of the ATLAS database leadership, was invited to come to the U.S. in June to work on the architecture definition, but was unable to travel. Several U.S. core database developers will instead spend the week of 16 July at CERN to accomplish this collaboration.  A draft architecture document is intended to be ready for distribution by late summer. 

A prototype ROOT conversion service was developed at Brookhaven, leveraging the STAR implementation of ROOT-based I/O, and will appear in an upcoming release. Work is currently underway to implement this I/O service in the ATLAS data definition language back end. 

The MySQL-based implementation of liquid argon test beam conditions data developed at BNL was accepted for production use in this year’s test beam. The API was improved following input from the LAr community. The code will appear in an upcoming release. MySQL services available to ATLAS generally are also being provided by Brookhaven.

Access to raw event data information has recently been improved. The LAr group at BNL has developed converters that allow reading raw LAr hit information from Zebra, Objectivity and Root.  This information is made available as a collection of hits in the TDS.  Algorithms that make use of this information do not have any knowledge of the data source.  

Two abstracts written and submitted by U.S. core database developers have been accepted in this quarter for the Computing in High Energy and Nuclear Physics Conference 2001 in Beijing (CHEP'01):  “The ATLAS Data Management Architecture” by Malon et al and “Grid-Enabled Data Access in the ATLAS Athena Framework” by Malon et al.

Major deliverables in the next quarter are expected to include the database architecture document mentioned above, database planning for Data Challenges 0 and 1, and database support for the new StoreGate transient store in Release 3.0.0. Conversion service support for input to the detector data service, and a collection registration prototype, are also expected, as are a number of pieces of database infrastructure that are primarily the responsibility of Orsay but which will require some corresponding U.S. effort.  Migration to Objectivity 6, which will require significant changes to the ATLAS build infrastructure, will also occur in the coming quarter. One of the major uncertainties in core database planning in the near term is the required support for pileup, since the scope of the core database component of this effort depends strongly on the transient computing model for handling pileup events.

WBS 2.2.1.10 Distributed Data Management and Processing Software  

In a joint project with the Particle Physics Data Grid (PPDG) we initiated the development of a production distributed data service to be developed and deployed to users in a first version over the next year. The production distributed data service is to exist between CERN, the ATLAS Tier 1 facility at BNL, and a number of US ATLAS grid testbed sites (some or all of ANL, LBNL, Boston University, Indiana University, U Michigan, U Oklahoma, and UT Arlington). The objective is a multi-point U.S. Grid (in addition to the CERN link) providing distributed data services as early as possible. 

Development of the distributed data manager was initiated during the period, based on the DBYA prototype introduced in the last report as a starting point.  DBYA provides ATLAS-specific infrastructure and metadata, and the infrastructure to vertically integrate the data manager from the grid toolkit components employed through to the ATLAS-specific interfaces by which the system will be used. Grid toolkit components will be progressively integrated into the system. During the period a facility to load the file replica metadata of the system into the Globus replica catalog was developed. Over the next few months we expect to extend the functionality of the system from the present passive cataloging to active replication of files between grid sites using GridFTP.

In grid-related database work, a Globus replica catalog running at Argonne with catalog query and update clients running at Brookhaven has been successfully demonstrated and exercised, both from a command line interface and from C programs.  This is a first step in grid-enabling data access from Athena.

WBS 2.2.2 Simulation and Reconstruction Software 

Core software efforts continued to be complemented by much (primarily off-project) development activity in subsystem software. A focus of simulation activities towards the end of the period was in updating the detector geometry description in the production simulation as an early preparatory step for simulation production later this year directed at the coming Data Challenges. U.S. ATLAS members were involved in the preparation of ATLAS input to the Geant4 review which took place in June.

WBS 2.2.4 Software Support and QA/QC 

A facility which produces nightly builds of ATLAS software based on the most recent tagged versions of packages was developed and released. It provides immediate feedback to developers throughout ATLAS on newly introduced software bugs and incompatibilities. At present it is successfully operating at the BNL Tier I Center. At the request of the ATLAS community the facility is being installed at CERN. At the end of the reporting period the facility at CERN was under test. The facility will continue to be developed as a framework for the deployment of software test and validation tools in addition to basic build services.

The US ATLAS software librarian commenced participation in the development of a new ATLAS release management scheme based on the new CMT tool recently adopted by ATLAS.

The environment setup scripts for users of Tier I center were substantially improved.  The environment is automatically tuned for particular ATLAS releases. Substantial efforts ramped up at several sites (LBNL, Indiana, and Boston U) in enabling routine remote software installation. Progress is being made through ongoing dialogue between the maintainers at these sites and the US ATLAS and ATLAS librarians. At the end of the period the development of a tool for simple, automated installation of software at distributed sites was initiated at BU.

WBS 2.2.5, 2.2.3 Training and Collaborative Tools 

Online web-based lectures on the use of Geant4, the production of which was described in the last monthly report, were completed and made available in June. They were recorded at a workshop held at the University of Michigan in February. The lectures were given by Andrea dell'Acqua. The course consists of 16 lectures, most between 20 and 30 minutes in length. The lectures are available on the web from the Web Lecture Archive Project server at the University of Michigan:

 http://wlap.physics.lsa.umich.edu/atlas/umich/geant4/2001/

Slide changes are automatically synchronized to the audio and video via the Syncomat tool developed at Michigan. The intent of putting these lectures on the web is to make it possible for anyone in ATLAS who needs to use Geant4 to be able to learn to do so quickly and easily. The complete set of lectures is also available on a self-contained CD.

Project Management

The XProject software project management tool developed by US ATLAS was in active use by International ATLAS for ATLAS-wide project planning by the end of the period. The new capability of the tool to ‘project’ custom WBS views from different WBS’s, developed to meet the needs of International ATLAS, was employed to create a ‘Grid WBS projection’ showing the makeup of the US ATLAS grid program in terms of its software and facility project components. This has helped illustrate and clarify the relative roles of the two projects in the grid effort, and is now being used as the basis for grid planning. Grid scheduling was also integrated into XProject.

A draft software agreement for UC Santa Cruz participation in the development of the Atlantis graphics software package was developed. We will proceed with this and other software agreements only after the pending agreement on core framework activities has been signed.

Summary of Major Milestones and Deliverables

WBS 2.2.1.2 

Atlfast fast simulation (Fortran and OO versions) integrated and released (Jun) 

Lightweight Athena installation implemented (Jun)

Prototype Data Dictionary implementation released (Jun)

WBS 2.2.1.3

Database infrastructure supporting Atlfast persistency released (Jun)

Support for inter-object references released (Jun)

WBS 2.2.1.4

DataLinks implementing persistable relations between objects released (Jun)

WBS 2.2.4

ATLAS nightly build facility released (May)

WBS 2.2.5

Web-based Geant4 lectures completed and made available (Jun)

Forthcoming Milestones and Deliverables

WBS 2.2.1.2

· “Lund” software release (Jul)

· StoreGate version of Atlfast fast simulation in production (Sep)

· StoreGate-based back end for the ATLAS event data model available (Sep)

· Physics analysis output/binding to JAS analysis tool deployed (Sep)

· Service management restructuring deployed (Sep)

WBS 2.2.1.3

· Database architecture document released (Jul)

· Database support for the new StoreGate transient store (Sep)

· Conversion service support for input to the detector data service (Sep)

· Migration to Objectivity 6 (Sep)

· ROOT persistency support implemented in the ADL back end (Sep)

WBS 2.2.4

· Migration of nightly builds and US release support to CMT (Sep)

5.  WBS 2.3 US ATLAS Facility Manager’s Report (B. Gibbard, R. Baker, BNL)
Introduction

As noted last quarter, the Tier 1 facility funding for FY’01 is significantly below the original projections.  Continued support of the existing facility was given highest priority, and no additional hardware was acquired during the quarter.  We were able to hire one new staff member late in the quarter to partially correct the critical understaffing of the facility.  The number of facility users continued modest growth during the quarter.  The facility continued to operate as a Tier 1 Grid node in the US ATLAS Grid testbed and several new users started utilizing the Grid services we provided.

WBS 2.3.1 Tier 1 Computing Facility at Brookhaven National Laboratory

WBS 2.3.1.1 Hardware

The significant milestones for hardware acquisitions in FY’01 were establishing 1% prototypes of both the online (disk) storage system and the offline (tape) storage system.  The CPU system had already been established at a 1.5% level during FY’00 and no upgrade was planned for FY’01.  The available disk storage is currently 700 GB, 0.2% of full scale.  The tape storage system was not augmented during the quarter.

The planned level of effort for WBS 2.3.1.1 was 1.1 FTE, but during the quarter, the actual effort was only 0.6 FTE.  This level of effort is entirely consumed by supporting the existing facility.

WBS 2.3.1.2 Tier 1 Facility Software

During the quarter, there were no significant changes to the software configuration at the Tier 1 facility.  Work in this area consisted entirely of continued support of existing software.  

The planned level of effort for WBS 2.3.1.2 was 1.6 FTE, of which 1.0 FTE was planned for upgrading the HPSS system.  The actual level of effort was 0.3 FTE, but will increase to 0.6 FTE next quarter due to the recent hire.   The increased manpower will allow us to expand software support activities which are essential for the significant and growing user community.

WBS 2.3.1.3 Tier 1 Facility Administration and Support

The planned level of effort for WBS 2.3.1.3 was 1.7 FTE, but the actual level of effort was only 1.0 FTE, but will grow to 1.7 FTE next quarter.  The reduced staffing did not allow any progress on new facility monitoring tools, and user support was limited, but we expect significant improvements in this area next quarter.

WBS 2.3.2 Distributed IT Infrastructure

Tier 1 Work:

The Tier 1 site at BNL continues to operate an active Grid node with a dedicated Linux farm (currently two nodes, but expandable to meet demand) that is available to serve requests from other US ATLAS Grid sites via LSF queue.  The Tier 1 disk storage resources are available for Grid data transfers.  We have been actively working on enabling Grid access to the Tier 1 HPSS storage and we supported one external user who has started transferring data into and out of our HPSS system using Grid interfaces.

The planned level of effort for Tier 1 staff under WBS 2.3.2 was 1.1 FTE, but the actual level of effort was 0.6 FTE.  The reduced staffing limited our ability to make progress in this area, but we did accomplish our primary goal of establishing and supporting an initial prototype Tier 1 Grid node at BNL.

6. Financial Report (Robert Ernst, BNL)

Financial Summary  

The total of funding for the US ATLAS Computing Project for Fiscal Year’s 2000 and 2001 is expected to reach $4,000,000 dollars during Fiscal Year 2001.  The Project is supported by two funding agencies.

DOE program funding includes allocations from Fiscal Year 2000 through 2001, in the amount of $2,626,000.  No additional of funding was issued to collaborators during the third quarter of Fiscal Year 2001.  

NSF funding is based on:

· Contracts issued under an existing NSF Grant for LHC Computing ($1,600,000) with Columbia University.  The grant award period extends through Fiscal Year 2002.  The overall US ATLAS Computing Project’s anticipated share of the grant is $970,000 of which $839,000 has been allocated in contracts to date.  No additional funding request was issued during the third quarter of Fiscal Year 2001 

· NSF Grant with University of Chicago ($250,000) to support US ATLAS Computing efforts.

Appendix Table 1:  The details of the reported costs and reported obligations.

Appendix Table 2:  Summary of Agency funding Profile

Appendix Table 3:  Summary of Allocation of Funding to Institutions
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319

     

 

-

         

 

319

     

 

 Computing Facilities

320

320

     

 

195

195

     

 

515

     

 

-

         

 

515

     

 

 Project Support

-

      

 

-

      

 

-

         

 

-

         

 

-

         

 

LBNL/UCB

382

178

560

     

 

640

210

850

     

 

1,022

  

 

388

     

 

1,410

  

 

Boston University

-

      

 

-

      

 

-

         

 

-

         

 

-

         

 

U of Chicago

250

250

     

 

-

      

 

-

         

 

250

     

 

250

     

 

Harvard University

-

      

 

-

      

 

-

         

 

-

         

 

-

         

 

Indiana University

-

      

 

-

      

 

-

         

 

-

         

 

-

         

 

Nevis/Columbia  

-

         

 

-

         

 

-

         

 

-

         

 

-

         

 

  Software Projects

149

149

     

 

224

224

     

 

-

         

 

373

     

 

373

     

 

   Project Support

53

53

       

 

-

      

 

-

         

 

53

       

 

53

       

 

U of Michigan

25

25

       

 

-

      

 

-

         

 

25

       

 

25

       

 

Pending Request

-

      

 

285

0

285

     

 

285

     

 

-

         

 

285

     

 

Total FY 

1,126

  

 

655

  

 

1,781

  

 

1,785

  

 

434

     

 

2,219

  

 

2,911

  

 

1,089

  

 

4,000

  

 

US ATLAS Computing Project

Funding Distribution Table
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Table 3


