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1.  Project Objective

The U.S. ATLAS Project consists of the activities to design, supply, install and commission the U.S. portion of the ATLAS detector.  The detector will become part of the Large Hadron Collider (LHC) at CERN, the European Laboratory for Particle Physics.  The ATLAS detector is being designed to understand the dynamics of electroweak symmetry breaking.  The U.S. ATLAS collaboration is funded jointly by the U.S. Department of Energy and the National Science Foundation.

The fundamental unanswered problem of elementary particle physics relates to the understanding of the mechanism that generates the masses of the W and Z gauge bosons and of quarks and leptons.  To attack this problem, one requires an experiment that can produce a large rate of particle collisions of very high energy.  The LHC will collide protons against protons every 25 ns with a center-of-mass energy of 14 TeV and a design luminosity of 1034 cm-2 s-1.  It will probably require a few years after turn-on to reach the full design luminosity.

The detector will have to be capable of reconstructing the interesting final states.  It must be designed to fully utilize the high luminosity so that detailed studies of rare phenomena can be carried out.  While the primary goal of the experiment is to determine the mechanism of electroweak symmetry breaking via the detection of Higgs bosons, supersymmetric particles or structure in the WW scattering amplitude, the new energy regime will also offer the opportunity to probe for quark substructure or discover new exotic particles.  The detector must be sufficiently versatile to detect and identify the final state products of these processes.  In particular, it must be capable of reconstructing the momenta and directions of quarks (hadronic jets, tagged by their flavors where possible), electrons, muons, taus, and photons, and be sensitive to energy carried off by weakly interacting particles such as neutrinos that cannot be directly detected.  The ATLAS detector will have all of these capabilities.

The ATLAS detector is expected to operate for twenty or more years at the CERN LHC, observing collisions of protons, and recording more than 107 events per year.  The critical objectives to achieve these goals are:

· Excellent photon and electron identification capability, as well as energy and directional resolution. 

· Efficient charged particle track reconstruction and good momentum resolution.

· Excellent muon identification capability and momentum resolution.

· Well-understood trigger system to go from 1 GHz raw interaction rate to ~100 Hz readout rate without loss of interesting signals.

· Hermetic calorimetry coverage to allow accurate measurement of direction and magnitude of energy flow, and excellent reconstruction of missing transverse momentum.

· Efficient tagging of b-decays and b-jets.

2.  Project Manager’s Summary

 The first quarter of FY 01 had further consolidation of U.S. ATLAS Deliverables.  In particular the support of the upcoming data challenges are driving the software release cycle.  The primary goal in this quarter was the support of Data Challenge 0, which uses Geant 3 simulated data as input for reconstruction. This work employs U.S. ATLAS deliverables associated with the control/framework and also in data management.  The major effort in simulation is also coming from the U.S. 

Some outstanding issues are in the process of being resolved.  The parallel simulation effort of fads/goofy had been discussed extensively with the ATLAS management and it appears to be headed for a resolution.

With the resignation of the International ATLAS planning officer, Helge Meinhard, Torre Wenaus was asked to take over this role for international ATLAS.  Although this has been cited as a potential drain on his time, it actually makes the integration into international ATLAS more  productive in the long run.  Torre was responsible for the creation of the X-Project software, which is the main tool for project planning.

Due to funding issues with the profile, the anticipated ramp of Tier 1 staffing had to be delayed, but work has progressed on installing the necessary servers to support the expansion of disk capacity.  Plans for the Tier 2-Tier 1 usage in the US ATLAS Grid Testbed have been worked out, with a distributed package manager in the product “Pacman”.  This is a necessary precursor to successful implementation of software in the U.S. ATLAS testbed.  An overall plan of effort in the Tier-1/Tier 2 testbed enviornment has been worked out and synchronized with the deliverables associated with the GriPhyN and iVDGL collaborations.

Plans for an all-disk solution to the storage problem are being investigated for the Tier 1 center.  Current pricing of disks indicate that the commodity pricing is currently dropping faster than Moore’s law .  This implies that with even conservative costing, and with the present delays in the LHC schedule, it becomes a highly attractive option.

3.  WBS 2.1 Physics Manager’s Report (Ian Hinchliffe, LBNL)
Work has been concentrated on the code needed for DC0.  Hinchliffe is  coordinator for Work Package-1 (Event Generation) for the atlas data  challenges. A web page has been set up to keep users appraised of the  status. It can be  found at http://phyweb.lbl.gov/~ianh/dc/. Event  Generation with Pythia (6.157) and Isajet (7.51) is complete. Problems  are still being worked out with Herwig, production should be complete by the end of February. These productions have enabled several problems to be exposed. These problems have been fed back to the various authors of HepMC and Storegate. The former has been fixed and the latter is under  active investigation.

The tauola decay package has been integrated into the software and is available now for use with Pythia. It will be made available with Herwig and Isajet sometime in the coming quarter.

In preparation for DC1, the base releases are upgraded to Herwig 6.3,  Pythia 6.203 and Isajet 7.58 as the main event Generators for DC1. These are currently operational and will be made part of the Atlas software releases starting with release 3.1.0 (i.e. after the production release for DC0). This needs to happen before Tauola can be made to work with  Herwig and Isajet. Work on installing Phojet, a dedicated minimum bias  Generator has begun. It is intended that this will be used in DC1 as an alternative for  simulation of pile-up events. Work has begun to identify persons in the  physics user community who will be involved in DC1. This is the subject of meetings during the Atlas week at the end of February. 

4.  WBS 2.2 Software Manager’s Report (Torre Wenaus, BNL) 
As described in detail in the sections below, software project efforts in the quarter have focused on delivering the capability needed for the ATLAS Data Challenge 0, now scheduled to be complete by the end of February 2002. While DC0 has been an international and CERN-centered effort, the US has played major roles throughout the processing chains that constitute the 'continuity test' processing chains that are the principal deliverable for DC0. While DC0 milestones have slipped for many reasons, all the US deliverables associated with databases and data management were met on time, as were most of those associated with the framework. Development also looked ahead to the demanding software deliverables for DC1 later this year (DC1 phase 2, in which production deployment and evaluation of new software will be the focus, is currently scheduled to begin in September 2002).

WBS 2.2.1.1, 2.2.1.2, 2.2.1.4 Framework, Architecture and Event Model 

Most of the focus of developments during this reporting period has been towards Atlas software release 3.0.0, the release to be used for Data Challenge 0 (DC-0). Although the start date of DC-0 has been delayed (or rather that it has been split into two phases, with Monte-Carlo data being generated and simulated earlier than they are reconstructed), the development has been phased over several software releases.

Significant developments in architecture and framework during this reporting period are:

· The migration from the SRT configuration management tool to the CMT tool was completed. This was not a direct US-ATLAS responsibility, but we provided much of the consulting and many of the policy patterns for the migration. This was more painful than originally expected, and there are some on-going areas that need more work, but is essentially complete.

· The Data Dictionary prototype was integrated into the Atlas software release environment as part of the overall build procedure. This involved incorporating the build rules into the CMT rule-base, and specifying the general structure of a package containing data definition language files (so-called ADL files). The SimpleTrack package was converted to use this technology as a template from which other packages could be converted.

· Much of the necessary infrastructure has been put into place to support the development of a pile-up framework. A first prototype implementation of this for a single detector subsystem is planned for delivery for release 3.0.0.

· Following the cut in US-ATLAS funding that caused the LBNL software engineer (Chris Day) to be moved to another project, an internal restructuring of the LBNL base program funds enabled LBNL to post a job opening for a post-doc as a partial replacement for the support of scripting and general framework support. Several candidates were interviewed, and a job offer made to Wim Lavrijsen. This has been accepted and he starts at LBNL on 15th Jan 2002.

· The design of a detector description framework that supports calibration and alignment continues, with the goal of the delivery of a prototype based on the Pixels and SVT for 3.0.0.

· Following some concern over the relationship between Athena and the independent Fads/Goofy simulation framework being implemented by the Simulation group, it was decided that a US-ATLAS effort should demonstrate the ability to fully integrate G4 into Athena, rather than the very loose coupling proposed by the Simulation group. A prototype based on this approach was designed, implemented and incorporated into the CVS code repository and the ATLAS releases. Discussions are ongoing within the ATLAS computing management as to the official relationship between this and the Fads/Goofy effort.

· A new version of Gaudi (v9) is available, that contains a US-ATLAS redesigned service management infrastructure, as well as additional features agreed upon between LHCb and ATLAS at a BNL workshop.

Significant developments in the event model during the reporting period are as follows:

· A new backend was developed for the ATLAS StoreGate event model adhering to newly agreed upon interfaces with LHCb.  The backend has been released and all ATLAS software has migrated to make use of the new release of StoreGate. Timing studies performed by users have demonstrated significant improvement with the new backend in comparison with access via the older Gaudi model.

· Several new features in StoreGate were released, such as dumping the contents of transient memory, and support for declaring data objects in the store as read-only.

· A new AthenaServices package has been released providing basic central services such as controlling the reconstruction event loop, and services for input and output streams.    

· A new transient representation has been defined for fast and efficient access to raw event data in regions of interest by online algorithms. This is now successfully being used by the Liquid Argon and Silicon Detector groups and work in progress by other groups to use this as the representation of raw event data in transient memory.

· DataLinks, describing references from one object to another, are now successfully being made persistent in Objectivity.

· StoreGate now provides support for storing Detector Description constants as well as event data. Additional stores, such as the Detector and Conditions store, handle objects whose lifetimes are longer than "an event" and hence require infrastructure to support automated updates of objects in these stores when they fall outside their validity intervals.  The Silicon Tracker group is currently making use of this store and others are soon expected to follow suit.

· Work in understanding and designing the interface between StoreGate and the Hybrid Event Store has begun.

Work also began on event history design.  During the quarter a preliminary design was developed for the 'event data history' classes that will constitute part of the data signature required for data equivalency tests or on-demand data regeneration. The goal of event

data history is to record the history of data at the level of individual event data objects (EDO's), i.e. the collections of physics objects (clusters, tracks, electrons, ...) that comprise the event data of high energy physics. We require that the history be sufficient to reproduce the data at that level. We identify three levels of history objects:

   1. Algorithm history

   2. Job history

   3. EDO history (includes pointers to its job and algorithm histories)

Classes describing each of the above were developed and can be found in the ATLAS repository under Control/AthenaHistory. For details see http://www.ustalas.bnl.gov/~dladams/data_history.

WBS 2.2.1.3 Databases and Data Management 

A principal focus of U.S. database activities during this reporting quarter has been definition and delivery of database infrastructure in support of Data Challenge 0. The U.S. has led the database infrastructure specification effort for this data challenge, and its development as well.  U.S. developers have further taken responsibility for two essential "data chains" in Data Challenge 0, one involving generator event production for both Geant3 and Atlfast simulations, the other involving support for Atlfast "production" runs.  U.S. developers have also provided the machinery that allows ATLAS Geant3 simulations (outside of Athena) to read Objectivity-based generator events produced inside Athena.  

U.S. database support for the ever-evolving Atlfast fast simulation program and for generator event persistence continued in this quarter and will continue into next, as event generation and the Atlfast chain (successfully demonstrated as part of the 2001 Lund Program) have been  designated as integral to Data Challenge 0.  An unintended time-consuming but salutary side effect has been quality assurance and testing of physics code. Checks that one gets the same answers with and without persistence have uncovered several subtle bugs, not in the database software, but in order-dependent processing, memory leaks, and more.

While the Data Challenge 0 schedule has slipped, milestones for U.S. database deliverables for the data challenge have been met.  There remain some problems decoding old subsystem geometries from Physics TDR data and keeping up with revised geometries in the most recent simulations, but these are not U.S. responsibilities. 

Persistence support for the new StoreGate back end was developed and delivered. A ROOT persistence service for Athena was completed and released.  This service and its future evolution will be central to ATLAS Data Challenge 1 infrastructure.  An effort to provide ROOT persistence for the current ATLAS event model is underway, and is expected to be delivered in the next quarter for Data Challenge 1.

A highly successful U.S.-led workshop in October on the topic of bookkeeping and metadata produced, among other things, the first concrete milestone incorporating grid software into ATLAS data challenges.  The U.S.-developed Magda software (a PPDG product) will be used in Data Challenge 0, and a more sophisticated deployment (consonant with EU DataGrid WP2 architecture and components) is planned for Data Challenge 1.

Database architecture work continued in this quarter, with a series of open phone meetings and a multi-day workshop at CERN in October.  Incorporation of feedback from these sessions into a revised architecture model has been slowed by the departure in this quarter of Ed Frank (University of Chicago) from the ATLAS database effort.  On another front, however, substantial progress has been made--a U.S. initiative began to define an approach to instantiating the draft architecture in a hybrid relational database/file streaming implementation, a direction consonant with current thinking about ATLAS baseline technology choices.  A draft for dissemination within the wider ATLAS software community is expected early in the next quarter.  

Concrete discussions began in this reporting quarter among the four LHC experiments about the possible scope and content of common projects in data management.  All experiments share an interest in a hybrid relational/streaming architecture.  An LHC Computing Grid Project "Requirements Technical Assessment Group" is expected to be initiated in first quarter of 2002. The U.S. architectural efforts reported above put ATLAS in a strong position to play a leadership role in the definition and development of any LHC-wide data management infrastructure. 

Finally, a low level effort continued in the deployment of a prototype relational (MySQL) based conditions data service, being used by the liquid argon calorimeter test beam group. The API for the service was refined based on user feedback. New methods for reading calibration coefficients (so called ramp constants) were implemented by request of users.

WBS 2.2.1.10 Distributed Data Management and Processing Software  

The principal goal of the Magda project for this period was the completion and deployment of a version capable of production deployment in the ATLAS Data Challenge 0 commencing in December. This was achieved, with a DC0-ready version deployed and announced on December 7. Magda was adopted by international ATLAS as the file cataloging and replication tool for DC0 and by the end of the period was in use cataloging the DC0 data generated to date.

The most important new functionality implemented during the period was the completion and deployment of command-line tools providing a file access interface to production jobs. The magda_findfile command searches the catalog on the basis of LFN, LFN substring, location, etc. and reports results in a parsable format. The magda_getfile command retrieves files from any accessible location, making them available locally either as a local copy or a soft link to a replica in a managed location. Usage counts of files in managed locations and caches are maintained, with usage decremented when magda_releasefile is used, such that files can be pinned while they are in use. The magda_putfile command archives files in managed store locations and registers them in the catalog. These command line tools provide all the capability currently needed by ATLAS jobs to exploit Magda, so the direct integration of Magda into the Athena framework continues to be deferred until manpower for this more exploratory work is identified.

Integration of GDMP with Magda was identified as the highest priority in further integrating Grid toolkit components with Magda. An integrated deployment of Magda and GDMP is foreseen in the ATLAS Data Challenge 1 commencing in spring 2002, permitting ATLAS to draw on both PPDG and EDG WP2 data management efforts in a coordinated way. Towards this end, the GDMP design and feature set was reviewed with a view to Magda integration, and an integration plan begun. Problematic issues in the integration were identified and gathered for discussion at a PPDG data management meeting in early Jan.

ATLAS/PPDG has been instrumental within international ATLAS in planning and coordinating a coherent approach to replica and metadata management for the ATLAS Data Challenges, integrating the plans and deliverables of PPDG and EDG.

Magda deployment was completed or initiated at several new sites during the period, including Indiana University (completed), IN2P3 and UT Arlington (underway). Magda-based replication of ATLAS data between CERN and BNL continued, with ~300GB of data now replicated. Magda now catalogs files representing more than 6TB of data.

Near term plans include exercising Magda in a production setting in DC0 and feeding experiences back into the development cycle; integration with hybrid (RDBMS+object streaming) event stores; integration with application metadata catalogs; integrating GDMP in preparation for DC1; and further integration of Globus tools, particularly remote command execution for more flexible Magda usage at testbed sites.

During the period we developed (primarily off-project) a design and description of a 'hybrid' persistent data model consisting of data files plus a data management and metadata layer, the latter to be implemented using a combination of grid toolkit components and higher level metadata services. The hybrid data model is a proposal for

managing the event data in an HEP experiment. It explicitly recognizes that the data is stored in files and separates the largely grid-based management and tracking of those files from the management of event data objects within the files. It addresses the problem of maintaining persistent references between event objects. The management of physics

data collections (called datasets) is also discussed. Most of the work thus far is in design work directed at file-level management of and access to distributed event data, directly applicable to our PPDG program in distributed data management development. For details see http://www.usatlas.bnl.gov/~dladams/hybrid.

WBS 2.2.2 Simulation and Reconstruction Software 

The U.S. played the principal role during the quarter in preparing the production simulation software and infrastructure for DC0.  Several rounds of input from the detector groups went into finalizing the detector geometry for production. A production operations scenario fitting into the DC0 processing chain, principally based on Objectivity event storage, was developed and implemented. The U.S. has led successful operation of the production system in test running during December. In the next quarter we (with the support of CERN and international ATLAS) will seek non-US and particularly CERN-based participants to train for production operations in DC0 and DC1.

WBS 2.2.4 Software Support and QA/QC 

A facility that produces nightly builds of ATLAS software based on the versions of packages for the next stable software release was fully installed at CERN after it was tested at BNL last quarter. Web pages with the build results for individual packages and automatic e-mail notifications about errors were found to be very useful in the preparation of new releases.  The nightly builds are also being used by advanced developers for monitoring software submissions and testing interactions between packages.

The focus in nightly development will shift in the next quarter towards incorporating testing protocols in the automated builds, from the component level to the package level to the cross-package release level. For example we plan to incorporate the software chains emerging from the DC0 continuity tests into release level tests providing high level, comprehensive validation of software functionality in releases.

Continuity in the availability of releases was maintained through the (rather painful) migration to CMT, with the situation now stabilized and with the US ATLAS software manager having accrued a lot of experience with CMT.  New Atlas software is being installed promptly at the BNL Tier 1 Center, usually in one to three days after CERN installation. The BNL software support page is concurrently updated with details and examples of usage of new Atlas Software releases.

In cooperation with ACF staff, the switch to the new AFS cell dedicated for U.S. Atlas Tier I Facility users was completed. The necessary modifications were made to the environment setup scripts and relevant web pages.

The development of the pacman package manager continued, with several sites (Boston, BNL, Indiana) preparing for deployment early in the next quarter. Pacman was adopted for use as a packaging tool by the Globus project.

WBS 2.2.5, 2.2.3 Training and Collaborative Tools 

Further online web-based lectures were in preparation during the period. A series of lectures on CMT, the new configuration management tool of ATLAS, will be made available using this service based on the Syncomat tool of the University of Michigan. 

Project Management

A focus in project management during the quarter was preparing for reviews, both successful; the internal PCAP review in October and baseline review by the agencies in November.

The U.S. undertook an important new role in International ATLAS project management with the appointment of Torre Wenaus as ATLAS Planning Officer.  The Planning Officer is responsible for proactively requesting and gathering schedule-input from coordinators throughout the computing project, for assessing consistency with the rest of the project and completeness, and iterating as necessary to maintain a credible schedule.  The schedule should be reasonably detailed 1-2 years out, and less so beyond that but covering major milestones through the life of the project. The Planning Officer is also responsible for maintaining the schedule and PBS using the agreed project management tools (currently XProject), and presenting these materials in useful forms on the web, and reporting the schedule status. Having this function performed by the US will aid greatly the development and maintenance of coherent, appropriate milestones and schedule in the US and internationally. It will be much easier to ensure a level of detail in the milestones commensurate with the expectations of program managers and overseers.

Summary of Major Milestones and Deliverables
Some lower priority milestones have been deferred to focus on those required for DC0. Others have been deferred pending delivery of required components. DC0 milestones are either complete or rescheduled with completion dates consistent with DC0 completion at end Feb 2002.

WBS 2.2.1.2 

· Service management restructuring deployed (Oct) 

· Physics analysis output/binding to JAS analysis tool -- deferred; lowered priority

· Pile-up support prototype (partially complete; expected Feb)

· Detector description prototype (partially complete; expected Feb)

· DC0 release of Athena (full DC0 software release in Feb)

WBS 2.2.1.3

· Interval-of-validity based retrieval infrastructure prototype (Oct)

· Full compliance of database software with gcc compiler (Oct)

· Objectivity support for the new StoreGate transient store (Nov) 

· ROOT persistency support implemented in the ADL back end (deferred due to ADL delays)

· Migration to Objectivity 6 (Nov)

· Prototype database support for pile-up (pile-up infrastructure expected Feb)

· Meta information management (bookkeeping) prototype – US component (Magda) (Dec)

· Conversion service support for input to the detector data service -- Deferred; design still ongoing

· Collection registration prototype -- deferred; lowered priority

WBS 2.2.1.10

· Magda distributed data manager DC0 version complete (Dec)

WBS 2.2.4

· Migration of nightly build service to CERN (Oct)

· Activated developer notifications for CMT-based nightly builds (Nov)

· Incorporation of code checker in software builds -- deferred; waiting on code checker configuration from QA group (Grenoble)

Forthcoming Milestones and Deliverables

Many of the forthcoming milestones and deliverables are driven by the Data Challenge schedule. Data Challenge 0 (primarily a software completeness and continuity test involving of order 100k events) is now scheduled to conclude at the end of February.  Clearly, a principal overall milestone for the next quarter is successful completion of DC0.

Data Challenge 1 (10M events for high level trigger studies in phase 1 -- Apr-Jul; new software evaluation and physics studies, including deployment and evaluation of hybrid ROOT/relational event storage in phase 2 -- Sep-Dec) is scheduled for Apr-Dec 2002.

WBS 2.2.1.2

· Solaris compliance of software (Feb)

· Detector description prototype complete (Feb)

· DC0 release of Athena (Feb)

· ADL support for reconstruction output objects (Mar)

· Pile-up support prototype (Mar)

WBS 2.2.1.3

· Solaris compliance of software (Feb)

· Support for ROOT persistency of the 'RD Event' (Feb)

· ROOT persistency support implemented in the ADL back end (Mar)

· Prototype database support for pile-up (Mar)

WBS 2.2.4

· Integration of testing into automated builds (Feb)

· Deployment of 'DC0 production chain' as test protocol (Mar)

· Incorporation of code checker in automated builds (Mar)

· Support for the ctest component test package for evaluation (Mar)

5.  WBS 2.3 US ATLAS Facility Manager’s Report (B. Gibbard, R. Baker, BNL)
Introduction

With one additional hire (John McCarthy, November 2001), the facility staffing is now 4.5 FTE on project plus an additional 0.5 FTE for ATLAS Grid support funded via PPDG.  This is the staffing level that was presented in the FY’02 plans during the review conducted in November.  During the first quarter of FY’02, the Tier 1 facility continued integration of hardware purchased with the $285k supplemental funding received during the fourth quarter of FY’01.  This supplemental funding was instrumental for the start of essential work to upgrade the Tier 1 infrastructure to improve scalability and also to decouple the ATLAS Tier 1 computing facility from the RHIC Computing Facility (RCF) at BNL.  A new computing model was developed that would more than double the disk storage planned for the Tier 1 facility while reducing tape I/O bandwidth.  The facility continued to service a modest number of Monte Carlo users and to operate as the Tier 1 node in the US ATLAS Grid test bed.

WBS 2.3.1 Tier 1 Computing Facility at Brookhaven National Laboratory

WBS 2.3.1.1 Hardware

During the first quarter of FY’02, the Tier 1 facility completed integration of the HPSS and AFS storage systems that were acquired during the fourth quarter of FY’01.  The new HPSS configuration makes a clean separation between the RHIC Computing Facility (RCF) and the ATLAS Tier 1 center, although there are still shared elements such as core database servers and tape robotics.  The new AFS cell is now fully separated from the RCF and the total AFS storage available for the Tier 1 facility has grown from 70 GB to over 300 GB.  The NFS disk storage capacity was not augmented, but an evaluation of competing storage systems and vendors progressed towards an anticipated purchase during the second quarter of the Fiscal Year.

The level of effort for WBS 2.3.1.1 was augmented to the planned 1.4 FTE during the quarter with the hire of John McCarthy in November.  This modest increase in effort has made it possible to make progress on disk storage evaluation while simultaneously integrating the new hardware and supporting the existing hardware.

WBS 2.3.1.2 Tier 1 Facility Software

During the quarter, the facility was augmented with upgrades to both HPSS and AFS as noted above.  Much of the effort for this expanded facility is accounted for under WBS 2.3.1.2.  The level of effort for WBS 2.3.1.2 was augmented to the planned 1.2 FTE during the quarter.

WBS 2.3.1.3 Tier 1 Facility Administration and Support

A new Tier 1 Facility model was developed that increases the planned disk storage capacity from 365 TB to 1,000 TB while decreasing the maximum I/O bandwidth to the tape storage system.  This new model was presented by Bruce Gibbard at the DOE/NSF Review of LHC Computing in November.  The significant expansion of disk storage provides enough capacity for a full year of analysis data and is expected to dramatically improve the capacity of the facility to process physics analyses.  

The level of effort for WBS 2.3.1.3 was 1.7 FTE, which includes Tier 1 Facility management and planning, oversight of the full US ATLAS facilities effort and also Tier 1 operation and monitoring support.

Summary of Major Milestones and Deliverables
This quarter saw completion of one deliverable (US ATLAS Tertiary Storage System Prototype) and partial completion of another (US ATLAS Online Storage System Prototype).  Both of these deliverables were originally scheduled for completion in the fourth quarter of FY ’01, but the funding for the required hardware was not available until August 2001.  Completion of the Online Storage System Prototype is expected late in the second quarter or early in the third quarter of FY ’02.

WBS 2.3.1.1 

· US ATLAS Online Storage System Prototype (partially completed, expected completion March/April 2002) – AFS System in place, NFS Storage under evaluation.

· US ATLAS Tertiary Storage System Prototype (completed October, 2002)

Forthcoming Milestones and Deliverables

The next set of Tier 1 Facility deliverables, all scheduled for completion in the fourth quarter of FY ’02, are upgrades to the main facility components (CPU, Disk Storage, Tape Storage).  There is currently no funding for any upgrades during this fiscal year, so any work against these deliverables will likely be delayed into FY ’03.  The next Tier 1 Facility milestone is to have a 10% Processing Farm Prototype in place for Data Challenge 2 by December 2002.  Timely completion of this milestone requires sufficient funding available either late FY ’02 or early FY ’03.  

 4.  WBS 2.3.2 Distributed IT Infrastructure (Rob Gardner, Indiana University)

Introduction

Computing for U.S. ATLAS will rely on a distributed information technology infrastructure, which includes distributed computing resources and data stores interconnected by high-speed networks.   Grid middleware systems will be deployed to utilize these resources efficiently.  The Distributed IT Infrastructure subproject, WBS 2.3.2, is organized to meet these requirements for US ATLAS.  R. Gardner is the project manager for WBS 2.3.2, and reports to R. Baker/B. Gibbard, the Facility Project Managers..   We describe major activities in the following areas:

1. Integration of Grid Software Services (WBS 2.3.2.3): 

a. WBS 2.3.2.3.4  Monitoring Services

2. Testbeds (WBS 2.3.2.4)

3. Networking, WAN Integration (WBS 2.3.2.5)

4. Prototype Tier 2 Centers (WBS 2.3.2.7, 2.3.2.8)

The full WBS 2.3.2 is shown in the Table below:
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Monitoring 

This effort is being led by Dantong Yu of Brookhaven National Laboratory. Initial steps in organizing a monitoring effort were taken during this period. U.S. ATLAS  participates in the joint PPDG/GriPhyN effort for Grid monitoring. Use cases and requirements for a cross-experiment testbed were developed and collected.  

Grid-Level Monitoring effort

As part of the joint effort we have been gathering use cases to define requirements for the information system needed for a Grid-level information system, in part to answer questions such as these. The Grid-level monitoring was investigated. We are defining a standard set of sensors to be installed on the testbed in order to address these types of questions, and to interface with the Globus information service, MDS. In addition, we are developing additional sensors as needed to gather data on local farms, for example, and advertise this summary data to the grid. 

In order to make better use of the data advertised by various sensors or tools, GridView was developed at the University of Texas at Arlington (UTA) to monitor the U.S. ATLAS Grid, first released in March, 2001.  GridView provides a snapshot of dynamic parameters like CPU load, up time, and idle time for all Testbed sites. The primary web page can be viewed at:

http://heppc1.uta.edu/kaushik/computing/Grid-status/index.html
Local Computing Resource Monitoring

In addition, we have been evaluating and installing sensors to capture the needed data for our testbed facilities internally, and determining what information should be shared at the Grid level, and the best ways to do this. We have designed a farm monitoring system. This farm monitoring system can monitor up to 300 Linux nodes and the scalability is continually investigated. It can provide the summarized farm running statistics to Grid information service system (MDS). The monitoring system consists of three modules: data collection modules which collects system sensor data and pushes the data into local data server, database module which stores system status data and provides data services, and information provider module which pulls data from database server, summarizes and publishes the farm data into MDS. 

Application Monitoring

At the application level, much work has been done with Athena Auditor services to evaluate application performance on the fly. Some of the Athena libraries are instrumented so to get detailed performance information about file access and file usage.  Athena also includes auditors to monitor the CPU usage, memory usage and number of events for each Athena algorithm. Athena will be continually instrumented at both the algorithm and libraries levels to obtain detailed performance data.

Prototype Tier 2 Centers

Initial development of the two U.S. ATLAS prototype Tier 2 centers took place at Boston University and Indiana University.   University committed resources as part of the prototype proposals have been installed.  Additional resources from iVDGL will be used to augment the two prototype centers.

The Boston University Tier 2 is shown in the Figure 0‑1 below. The 100 Terabyte mass store will be upgraded to 150 Terabytes.  We are currently upgrading the local 100 Mbps Ethernet to Gigabit.  Nominal network bandwidth is indicated by the thickness of the purple lines.  Funding from the iVDGL will be used for a disk server in support of the ATLAS data challenges.
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Figure 0‑1  Boston University Prototype Tier 2 Center
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Figure 0‑2 Indiana University Prototype Tier 2 Center

The initial configuration of the Indiana University Tier 2 is shown in Figure 0‑2. The cluster consists of 16 nodes of Compaq 1850R processors, running Linux 6.2.  These are 400 MHz Pentium II processors with 256 MB memory, 4.3 GB local hard drives, 100 Mbs NICs, connected via an HP4000 switch. The gateway to the system is atlas.uits.iupui.edu.  The cluster is connected to the I2/Abilene network through an OC12 gateway, providing fast connectivity for testing.  The nodes have AFS clients running so that ATLAS software at CERN and BNL are accessible from user accounts.   Globus and Condor software has been installed and tested, with the Globus grid map file updated to participate effectively in the testbed. 

Networking

The networking project has just formally begun with the appointment of Shawn McKee to be the US ATLAS networking project manager.  Two reviews were held, one at the end of October (PCAP) and one at the end of November (DOE/NSF) which included the US ATLAS network project explicitly. Both reviews were supportive of the ongoing work and planning for US ATLAS networking. See the WWW page at:

http://www.usatlas.bnl.gov/computing/0111AgencyReview/
A major issue is how to fund the needed work.  While both reviews supported the outlined plans, it was also noted that these efforts are new and were never accounted for in the current US ATLAS funding. It was felt that some method of funding needs to be found soon to insure this effort continues.   See the presentation on the abovementioned WWW site for more information about costs and tasks.

Some progress has been made on characterizing the network between all US ATLAS testbed sites.  Automated Iperf monitoring has been running between all US ATLAS testbed sites for a few months.  This allows us to monitor link performance and availability and the data will likely be used as a basis for future Grid scheduling applications.

Testbed Development

 U.S.  ATLAS Testbed

The U.S. ATLAS Grid Testbed is a collaboration of ATLAS U.S. institutions that have agreed to provide hardware, software, installation support and management of collection of Linux based servers interconnected by the various U.S. production networks. The motivation was to provide a realistic model of a Grid distributed system suitable for evaluation, design, development and testing of both Grid software and ATLAS applications to run in a Grid distributed environment. The participants include designers and developers from the ATLAS core computing groups and collaborators on the PPDG and GriPhyN projects. The original (and current) members are the U.S. ATLAS Tier 1 computing facility at Brookhaven Laboratory, Boston University and Indiana University (the two prototype Tier 2 centers), Argonne National Laboratory HEP division, LBNL (PDSF at NERSC), the University of Michigan, Oklahoma University and the University of Texas at Arlington. Each site agreed to provide at least one Linux server based on Intel X86 running Red Hat version 6.x OS and Globus 1.1.x gatekeeper software. Each site agreed to host user accounts and access based on the Globus GSI x509 certificate mechanisms. Each site agreed to provide a native or AFS based access to the ATLAS offline computing environment, sufficient CPU and Disk resources to test Grid developmental software with ATLAS codes.  Each site volunteers technical resource people to install and maintain a considerable variety of infrastructure for the Grid environment and developed software by the participants. In addition, some of the sites choose to make the Grid gatekeepers as gateway to substantial local computing resources via Globus job manager access to LSF batch queues or Condor pools.  This has been facilitated and managed by bi-weekly teleconference meetings over the past 18 months.  The project began with a workshop
 on developing a GriPhyN – ATLAS testbed at Indiana University in May 2000.  A second testbed workshop
 was held at the University of Michigan in February 2001.

The work of the first year included installation and operation of an eight node Globus 1.1.x Grid; installation and testing of components of the U.S. ATLAS distributed computing environment, development and testing of PDSF developed tools. These included Magda, GDMP, and alpha versions of the Globus DataGrid Tool sets. Testing and evaluation of the GRIPE account manager
, the development and testing of network performance measurement and monitoring tools. The development, installation and routine use of Grid resource tools e.g. GridView. The development and testing of new tool for distribution, configuration and installation of software: Pacman.  The testing of the ATLAS Athena code ATLFast writing and reading to Objectivity databases on the testbed gatekeepers; testing and preparations for installation of Globus 2.0 and associated DataGrid tools to be packaged in the GriPhyN VDT1.0; preparations and coordination with the European DataGrid testbed, and coordination with the International ATLAS Grid project.  The primary focus has been on developing infrastructure and tools. 

The goals of the second year will include: Continuing the work on infrastructure and tools installation and testing. A coordinated move to a Globus 2.0 based Grid. Providing a reliable test environment for PPDG, GriPhyN and ATLAS core developers. The adoption and support of a focus on ATLAS application codes designed to exploit the Grid environment and this testbed in particular.  A principal mechanism will be the full participation in the ATLAS Data Challenge 1 (DC1) exercise. This will require the integration of this testbed into the EU DataGrid and CERN Grid testbeds. During the second half we expect to provide a prototype Grid based production data access environment to the simulation data generated as part of DC1, thus a first instance of the U.S. based distributed computing plan for U.S. offline analysis of ATLAS data. To achieve these goals we will evolve the US testbed into two pieces: an eight site prototype-production grid (stable, user-friendly, production and services oriented) and (4-8 site) test-bed grid ( with traditional test-bed properties for developmental software and quick turn-around reconfiguration etc).

  iVDGL

The iVDGL project will provide the computing platform upon which to evaluate and develop distributed Grid services and analysis tools developed by GriPhyN.  Two ATLAS – GriPhyN institutions will develop prototype Tier 2 centers as part of this project, Indiana University and Boston University.  Resources at those facilities will not only support ATLAS specific applications, but also the iVDGL/GriPhyN collaboration at large, both physics applications and CS demonstration/evaluation challenges.  In addition, other sites within the iVDGL, domestic and international, will be exploited were possible for wide area job execution using GriPhyN developed technology.

Infrastructure Development and Deployment

Below are some specific software components which need to be configured on the Testbed. 

Testbed configuration during Year 2:

· VDT1.0 (Globus 2.0Beta, Condor 6.3.1, GDMP 2.0)  

· ATLAS Software releases 2.0.0 and greater

· Magda

· Objectivity 6.1

· Pacman

· Test suite for checking proper installation 

· Documentation, web-based, for the Testbed configuration at each site

· The above packaged with Pacman

We will begin by deploying VDT services, ATLAS software, and ATLAS required external packages on a small number of machines at 4 to 8 sites.  At each site, skilled personnel are identified as points of contact. These are: ANL (May), BU (Youssef), BNL (Yu), IU (Gardner) in first 3 months (required), with UTA, NERSC, U of Michigan, and OU following as their effort allows.  Additional parts of the work plan include: 

1. Identify a node at CERN to be included in early testbed development. This will include resolution of CA issues, and accounts. May leads.

2. Define simple ATLAS application install procedure, neatly package up a simple example using Pacman, including documentation, with simple run instructions and a readme file.  Sample data file and a working Athena jobs are needed.  Ideally, several applications will be included. Shank, Youssef, and May lead.

3. Provide an easy setup for large scale batch processing. This will include easy account and certificate setup, disk space allocations, and access to other site specific resources.  Ideally this will be done with a submission tool, possibly based on Grappa or included within Magda. Wenaus, Smallen lead.

Testbed Schedule

Table 1 Testbed work items and milestones

	GriPhyN Code
	ATLAS Grid WBS
	Name
	Description
	Start
	End

	GG-T1
	
	GT1 testbed
	Establish a 4-8 site testbed in parallel
	Y2-Q1
	Y2-Q1

	GG-T2
	
	Migrate 8 site testbed (GT1.1.x) to GT2
	Establish proto-production US ATLAS Grid of 8 sites; uniform installation of VDT 1.0 and other Grid tools.
	Y2-Q2
	Y2-Q3

	GG-T3
	
	CA migration and global integration
	Migrate both testbed and proto-production sites to ESnet CA and integration with EU DG, CERN, and other ATLAS Grids
	Y2-Q2
	Y2-Q3

	GG-T4
	
	DC1 participation
	Integration with backend compute and data services; execute DC1 tests
	
	

	GG-T5
	
	DC1 data services
	Establish and execute production services for DC1 data analysis on the proto-production Grid
	
	

	GG-T6
	
	SC demo preparations
	Configuration and preparations for SC 2002 demonstrations
	Y2-Q4
	Y3-Q1

	
	
	
	
	
	

	Milestones
	
	
	
	
	

	GM-T1
	
	GT1 testbed
	Demonstration GT1 testbed to be operational DC1 development
	10/01/01

	GM-T2
	
	VDT 1.0
	VDT 1.0 deployed on all sites
	1/1/02

	GM-T3
	
	CERN Testbed node
	Installation, configuration of a dedicated Grid Testbed node at CERN
	1/1/02

	GM-T4
	
	GT2 testbed
	Demonstration GT2 testbed to be operational for DC1 analysis 
	7/1/01

	GM-T5
	
	SC demo
	SC demo preparations complete
	11/1/01


Security and Accounting Issues

We will work with the existing GSI security infrastructure to help the Testbed groups deploy a secure framework for distributed computations.  The GSI infrastructure is based on the Public Key Infrastructure (PKI) and uses public/private key pairs to establish and validate the identity of Grid users and services.  The system uses X.509 certificates signed by a trusted Certificate Authority (CA). Presently U.S. ATLAS Testbed sites use the Argonne/Globus CA, but will begin accepting ESNet CA certificates. By using the GSI security infrastructure we will be compatible with other Globus-based projects, as well as adhering to a de-facto standard in Grid computing. We will work in close collaboration with ESNet and PPDG groups working on CA issues to establish and maintain Grid certificates throughout the testbeds.  We will support and help develop a Registration Authority for ATLAS – GriPhyN users. 

A related issue is the development of an authorization service for resources on the testbed.  Within Globus, there is much research on-going effort
 which we will closely follow and support when these services become available.

Site Management Software

The LHC computing model implies a tree of computing centers where “Tier X” indicates depth X in the tree.  For example, Tier 0 is CERN, Tier 1 is Brookhaven National Laboratory, and Boston University and Indiana University are “Tier 2” centers, etc.  University groups are at the Tier 3 level and Tier 4 is meant to be individual machines.  While the top of this tree is fairly stable, we must be able to add Tier 3 and Tier 4 nodes coherently with respect to common software environment, job scheduling, virtual data, security, monitoring and web pages while guaranteeing that there is no disruption of the rest of the tree as nodes are added and removed.   To solve this problem we propose to define what a Tier X node consists of in terms of installed ATLAS and Grid software and to define how the Grid tools are connected to the existing tree.  Once this is done, we propose to construct a nearly automatic procedure (in the spirit of Pacman or successors) for adding and removing nodes from the tree.  Over the next year, we will gain enough experience with the top nodes of tree of Tiers to understand how this must be done in detail.  In 2002, we propose to construct the software that nearly automatically adds Tiers to the tree.

6. Financial Report (Robert Ernst, BNL)

Financial Summary  

The total of funding for the US ATLAS Computing Project is expected to reach $8,451,000 dollars during Fiscal Year 2002.  The Project is supported by two funding agencies.

DOE program funding includes allocations from Fiscal Year 2000 through 2002, in the amount of $5,541,000.  An additional $1,250,000 of funding was issued to collaborators during the first quarter of Fiscal Year 2002.  

NSF funding is based on:

· Contracts issued under an existing NSF Grant for LHC Computing ($1,920,000) with Columbia University.   The overall US ATLAS Computing Project’s an share of the grant is $1,290,000.  An additional  $451,000 of funding   was issued during the first quarter of  Fiscal Year 2002.  There is a pending request for a new NSF Grant with anticipated Fiscal Year 2002 funding in the amount of $1,500,000.

· NSF Grant with University of Chicago ($250,000) to support US ATLAS Computing efforts.

Appendix Table 1:  The details of the reported costs and reported obligations.

Appendix Table 2:  Summary of Agency funding Profile

Appendix Table 3:  Summary of Allocation of Funding to Institutions
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� Workshop to develop an ATLAS – GriPhyN Testbed, Indiana University, June 2000:


� HYPERLINK "http://lexus.physics.indiana.edu/~rwg/griphyn/june00_workshop.html" ��http://lexus.physics.indiana.edu/~rwg/griphyn/june00_workshop.html�





� U.S. ATLAS Testbed workshop, University of Michigan, June 2001: See links from � HYPERLINK "http://www.usatlas.bnl.gov/computing/grid/" ��http://www.usatlas.bnl.gov/computing/grid/�





� GRIPE: Grid Registration Infrastructure for Physics Experiments:


� HYPERLINK "http://iuatlas.physics.indiana.edu/griphyn/GRIPE.jsp" ��http://iuATLAS.physics.indiana.edu/griphyn/GRIPE.jsp�








� Community Authorization Service (CAS): � HYPERLINK "http://www.globus.org/security/CAS/" ��http://www.globus.org/security/CAS/�
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						2.3.2		Distributed IT Infrastructure		412		1223		1584		2523		4428		5870		16039

						2.3.2.1		Specify ATLAS requirements		0		0		0		0		0		0		0
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						2.3.2.4.2		ATLAS-GriPhyN testbed		0		0		0		0		0		0		0

						2.3.2.4.3		Particle Physics Data Grid testbed		0		0		0		0		0		0		0
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