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1. 
Executive Summary

This report contains the results of the fifth Review of the U.S. ATLAS Plans for ATLAS Computing by the Physics and Computing Advisory Panel (PCAP). The committee was happy with the approach of scheduling the PCAP review well in advance of the agency review, thus allowing an opportunity to incorporate our advice into the planning and presentations.

The committee commends the project management for delivering the requested documentation in advance of the review; the web site allowed good preparation by the committee members. We are satisfied with the replies to our questions and to the actions taken in response to the majority of the recommendations of the review in October 2001. 

We list as major conclusions:

· Athena has been endorsed and accepted by International ATLAS. We urge wider use by US ATLAS collaborators for analysis of simulated data and
 that an ATLAS-wide policy be established on the use of legacy software. Migration of all Atlas software developers to use the standard set of ATLAS applications and software components on a well-defined timescale is very important. 
We applaud the extensive work on GRID research, and incorporation of GRID tests into the data challenges. Similarly, ATLAS’ intention to become fully involved in LCG is commended. Of course, these projects complicate management of the project as they add new deliverables and schedule pressures. However, we believe the challenges will be successfully handled by the management team.

· The Tier 1 facility continues to suffer from a lack of funding. Using it to analyze simulated data, and location of a production coordinator at the Tier 1 site to coordinate Monte Carlo efforts at all US ATLAS facilities can help to optimize the Tier 1/Tier 2 activities. Updated Tier 2 selection plans based on the LHC schedule and budget constraints may also prove helpful.

· We commend the plan to increase US ATLAS presence at CERN.

Overall, we believe that the current sharing of responsibilities and authority between the computing project manager and his deputy is a good approach and is working well. The project has responded well to the financial constraints and schedule pressure from various sources. Funding improvements are essential to ensure the success of this project.

For the next review, we would be happy if the schedule is somewhat less rushed, allowing the closeout to be scheduled on day-3 of the review, instead of at the end of the second day. This would allow better committee discussion and formulation of the recommendation wording in advance of the closeout.

2. Introduction

The U.S. ATLAS Project Management set up the “U.S. ATLAS Physics and Computing Advisory Panel” (PCAP) in December 1999. The Panel advises the U.S. ATLAS project managers on the U.S. part of the project, on common projects with other LHC experiments and on the relation with International ATLAS. The main areas addressed by the Panel are:

· Project management

· Physics

· Software and Grid development

· Facilities

The Panel reports to the U.S. ATLAS Project Manager.

The committee members are:

Barbara Jacak, SUNY Stony Brook (Chair)
John Harvey, CERN
Vivian O'Dell, Fermilab
David Stickland, Princeton
Charles Young, SLAC

The review schedule has been updated as we progress and is now:

January 10&11, 2000
First review meeting at BNL
January 25, 2000
Report on first review

October 26-28, 2000
Second review meeting in Boston
November 7, 2000
Report on second review

May 21, 2001
Third review
May 29, 2001
Report on third review

October 30&31, 2001
Fourth review
November 9, 2001
Report on fourth review

November 14-16, 2002
Fifth review

During its first meeting in January 2000 the committee discussed the general approach to the reviews with the U.S. ATLAS management and looked at the initial draft documents. For the first review only two days were allocated. 

The second review took place at Boston University in the School of Management. Again, only 2.5 days were allocated, which turned out to be too short. More time should be foreseen for the next review. 

The third review was held at BNL. It was a short review concentrating on the most pressing items, which were the funding shortfalls and the work related to the various GRID activities.

The fourth review, hosted by Argonne National Laboratory, addressed again the complete project. 

The fifth review was held at LBNL, addressing the full U.S.ATLAS computing project in 2.5 days. GRID developments and the relationship to the CERN LCG were discussed. Von Rueden left the PCAP and Stickland joined.

3. General Remarks

The fifth review covered the complete project, with particular emphasis on software development, GRID work, Data Challenges and Tier 1 and 2 facilities planning.

Generally, the documentation provided proved an improvement over that in past PCAP reviews. The committee appreciated the work done by US ATLAS to create the web site for us to review prior to the meeting. However, some of the documentation for the facilities we were given was out of date. The MOU for the computing facilities was an out of date draft for FY02.  The Project Management Plan was also out of date, although this is more understandable as it is about to undergo major revision to reflect both the new Computing and Software organization under the US-ATLAS research program and the new LHC schedule. 

The agenda of the review was rather compact. Though there was sufficient time for presentations and for committee discussions, it was not optimum to have the closeout on the second day of the review. We understand the complex scheduling constraints which caused this, but would strongly prefer that subsequent reviews allow more time for committee executive session prior to the closeout.

The committee thanks the US ATLAS for the good organization, and the LBNL members for their hospitality. We were particularly impressed with the excellent weather they laid on for the review. We appreciated, as in the past, the open discussion and friendly atmosphere.
4. Physics and Analysis

As we have noted in earlier reports, physics analysis performance will be strongly tied to framework choices being made by ATLAS. ATLAS has adopted the strategy of using one single framework, Athena, as the framework for all the steps. This should reduce duplications of effort. ATLAS has also taken an active, indeed leading, role in the validation of hadronic physics in Geant4. These are welcome changes, and we recommend continued attention to these areas.

US ATLAS has a leadership role in the establishment of common projects in the Generator and Monte Carlo areas of the LCG. Close collaboration on these issues with the other LHC experiments has become the rule and we applaud this effort.

A point of concern to the committee was the apparent lack of involvement of the broader US ATLAS community in the use of the data produced in the recent challenges. It was mentioned that the data from DC0, which was primarily a continuity test, was unfortunately not looked at in depth and thus errors that could have been found were discovered somewhat late. It appears that the detector physicist community has yet to become deeply involved in the analysis of the data from the challenges. 

Involvement of the broader physics community is a vital part of the validation of both the specific application implementations and of the deployed computing model. We note that the data from the current round of productions will be sent to CERN for analysis there, which is somewhat counter to the proposed computing model.

Recommendation 1: We encourage proactive planning for the use of the computing infrastructure and generated events by the (US) ATLAS physicist community.

The concerns noted in last year’s report on such items as divergent detector geometry descriptions have been largely ameliorated over the past year. The committee was somewhat shocked however by the planning for continued developments within (international) ATLAS of legacy code and the likelihood of eventual collisions that would undermine ATLAS readiness and performance. 

5. Software Development

At the time of the last review there was concern about the adoption of Athena for ATLAS applications as exemplified by the diverging approaches in simulation. We were very pleased to see the progress in integrating Geant 4 into Athena and that this has superceded the dedicated Fads/Goofy framework. 

We were informed that Athena is now established as the sole supported framework for ATLAS data processing applications, which represents a strategic step in establishing a coherent software project for all ATLAS software. However we were concerned by the apparent intention of some groups within International Atlas to continue using and maintaining legacy software (FORTRAN code), seemingly on an indefinite basis (e.g. 2007 was mentioned).

Recommendation 2: We recommend that an ATLAS-wide policy should be established on the use of legacy software that encourages migration of all Atlas software developers to use the standard set of ATLAS applications and software components on a well-defined timescale. 

ATLAS is participating strongly in the LCG project, through its representation in management bodies, in RTAGs and direct participation in projects. The LCG has adopted a component-based architecture and has already launched a project to create a basic framework of core tools and services (CTS). The LCG basic framework will build on the architectural elements and implementations already developed and used in ATLAS, CMS and LHCb and will extend them to include those needed in other domains not covered so far, such as object introspection, interactivity, grid portals etc. The evolution towards use of this framework should be straightforward and in particular have minimal impact on ATLAS developers currently building applications based on Athena. An early adoption of the basic services should be planned in order to derive maximum benefit from further LCG developments in a timely manner.

Recommendation 3: We strongly support ATLAS’ intention to become fully involved in the LCG CTS project. The ATLAS chief architect should participate directly, following progress, helping to steer the programme of work, and planning for the migration to use these services as part of the ATLAS Athena framework.

We heard that ATLAS’ data management strategy is to adopt the LHC-wide common persistency infrastructure currently under development (POOL). The approach adopted is a hybrid solution for implementing the event store that uses relational database technology for managing catalogue data and an object streaming component based on ROOT. A US-led effort has already delivered documents describing an architecture for an event store and a design based on the hybrid approach. This work will provide important input to the POOL project. The support of Objectivity is to be phased out following completion of DC0 and the migration of existing datasets to the new hybrid solution once a production version is available. 

Recommendation 4: We encourage ATLAS to use experience in developing an architecture and design for a hybrid event store to develop use cases that can be used by the POOL project to validate its design of a persistent storage manager. 

We asked how Atlas has responded to LCG at a grass roots level and what level of interest is evident in applications activities? There is evidence from within LCG that it is difficult to get clear and timely input from Atlas and that there is poor representation by ATLAS in LCG application meetings. Taken together, this indicates that a problem exists with information flow between LCG and ATLAS. There is concern that reports and the outcome of management meetings are not being communicated, and that wider consultation at the technical level is needed. It is hoped that improvement may result from three recent initiatives:

· a recent strengthening of the ATLAS representation in SC2 

· the current restructuring exercise in the management of ATLAS computing 

· increasing presence at CERN of people with project leadership responsibilities, in particular the chief software architect

Recommendation 5: Steps should be taken to formalize procedures for ensuring the flow of information to and from the LCG. The weekly ATLAS software meeting should be one of the vehicles used, although we heard that steps need to be taken to improve the organization of the agenda and conferencing facilities for benefit of people attending ‘remotely’.

The LCG has defined a common object dictionary, which all experiments intend to use. However there are different approaches to the way this dictionary is populated. Atlas has developed a dictionary language (ADL) for specifying the data model which is based on IDL. However there is resistance in ATLAS towards adopting this language and people are reluctant to replace the existing transient-only C++ model. 

Recommendation 6: It is important that ATLAS develops and enforces a policy on its approach to developing a language independent specification of its event data model.

The Software Infrastructure group (SIT) has been created in response to a basic need for support of the tools and procedures used in the software development process. The group consists of 8 people (~3 FTEs) and is distributed amongst different institutes. The lead changes every 4 months following the term of office of the release coordinator. We believe that this change is clearly too rapid for such a crucial component.

Recommendation 7: It will be important to review the effectiveness of the SIT group (level of effort, distributed nature) at an appropriate time in the future. It may be necessary to give consideration to soliciting contributions from institutes as a contribution to general support and also establishing a core presence at CERN.  Software agreements may be an appropriate mechanism for achieving this goal. 

6. GRID Activities

US ATLAS is an active collaborator in the three US based HEP-GRID projects and has contributed and profited from each of them.  The committee felt that the broad range of coverage was appropriate. As has been discussed elsewhere, the GRID project allow the experiment projects to bring in new resources but they do also result in some project scope redefinition. The committee felt that the interaction with the GRID projects had an overall positive impact on the US ATLAS

Among others, the successes with MAGDA and PACMAN draw special attention. The MAGDA GRID Data Management tool has been delivered by US ATLAS collaborators in the context of PPDG and has been used in ATLAS production and Supercomputing demonstrations. The package management and distribution tool PACMAN has been instrumental in US ATLAS ability to deploy useable GRID testbeds.

The committee was impressed by the successes in carrying out a part of the DC1 production in a GRID environment, the work was built around a set of scripts known as GRAT. While the DC1 Challenge was not configured to be a GRID challenge, the demonstration of the ability to perform some part of the production in this way is reassuring. An important result of this work was the demonstration of the ability to pass a large number of jobs through the US GRID centers and to stress MAGDA. Of necessity, given the tight time-constraints, the developers chose a pragmatic approach based on use of low-level GRID components. Since there is some mismatch between this approach and the current round of middleware developments and testing it may not be possible to draw many detailed lessons from this exercise. We therefore encourage US ATLAS to document the successes and problems encountered and communicate these to the underlying GRID projects, but not necessarily to invest much more effort in continued development of this product.

The committee was also impressed by the successes of the GRAPPA based GRID testbed which was demonstrated at the SC2002 exhibition. This approach is based on some higher-level middleware. GRAPPA has been used in some production exercises but has not actually been part of the DC1 production. Some questions have also been raised by the authors on the long term future of this product and the underlying architecture that lack modularity. The inability to respond quickly to the requirements of running an actual production in a short timescale were partially the reason for undertaking the GRAT work. However, since this work was carried out primarily with the target of SC2002 this is quite reasonable.. 

It seems clear that what is needed is development of a set of production tools that make use of the expected LCG components; neither of the existing products may be adequate to carry forward. This is not intended to be a criticism of the work carried out so far, but recognition of the correct role of prototyping in this rapidly changing field.

Recommendation 8: A review by US ATLAS management of the successes and shortcomings of the GRAT and GRAPPA approaches and the establishment of a new baseline should be undertaken urgently so as to be able to deploy a new test-bed for some of the DC1-phase 2 challenge.

The “Worldgrid” package deployed at the SC2002 and based on GRAPPA can be used by both US ATLAS and EDG based tools to submit and collect output from the US ATLAS computing GRID and is an excellent example of interoperability. US ATLAS is expecting to contribute to the LCG-1 worldwide GRID testbed and their experience of working with VDT and EDG and a broad range of GRID projects will be invaluable. The limited representation of US ATLAS in the LCG GRID Deployment Board (GDB) is concerning and clearly a source of frustration. Since this is hard to rectify at this time we urge International ATLAS to actively put in place a strong feedback loop between its participants to the GDB and the US ATLAS computing team.

Recommendation 9: US ATLAS is encouraged to establish a close feedback loop with the ATLAS members of the LCG GDB to ensure adequate communication before and after decisions taken in the GDB.

7. Facilities

7.1 Introduction

The LHC schedule has slipped and more experience with operating a computing facility has precipitated a new schedule for facilities including hardware and personnel profiles. The Tier 1 facility at BNL has realigned its profile consistent with the current LHC turn-on schedule, which has first collisions in mid 2007. The final Tier 2 sites have not yet been selected, and the schedule for their selection must also be realigned to be consistent with the new LHC schedule.

The computing facilities are beginning to be stressed with increasingly more ambitious Data Challenges over the next few years (see section 8).

7.2 Tier 1 Center

The ATLAS Tier 1 center is at BNL and currently represents about 1% of the proposed 2008 system. There is some synergy with the RHIC computing facility (RCF), and some of the production for Data Challenge Phase I was done cooperatively on RCF while some ATLAS facilities were used for RHIC analyses. 

We were presented with a new staffing profile for the BNL ATLAS Tier 1 center based on experience from current staffing needed for RHIC computing. While the methodology for estimating the staffing needs makes sense, we are worried that the overall staffing level is still low. Although the Tier 1 ATLAS computing center is less complex and has fewer users than RHIC, the Tier 1 center staff expertise will be needed to help with the Tier 2 centers and the additional complexity of GRID computing may make the comparison to RHIC more complicated than it seems. The new profile has a fully scoped center in 2008 with a "steady-state" level of 18 FTE, down from the previous estimate of 25 FTE. Although we didn’t examine the estimates in detail, the overall level seems low compared to estimates of similarly sized centers at other laboratories. 

Hardware funding for the Tier 1 center has been severely limited. We agree with the choices of where to spend the money by the facilities management (more disk space instead of CPU). Funding in '03 and '04 is still very low, but we believe that it is sufficient if the university testbeds and prototype Tier 2’s can be fully utilized. 

We did not hear about personnel profiles at the prototype Tier 2 centers, but it is clear that the Tier 1 center is undermanned for '03 when much effort is needed to fully grid enable the US ATLAS hardware in order to satisfy the goals of the Data Challenges. 

7.3 Tier 2 Centers

Currently there are computing test-beds at LBL, University of Michigan, University of Oklahoma, University of Texas at Arlington and Argonne National Laboratory. There are two official prototype Tier 2 centers at Boston University and the University of Chicago (moved from Indiana University). 

In the last Data Challenge (DC1 Phase I) there was a strong contribution from the US. Although the US represents about 8% of the total international ATLAS computing hardware, it produced 14% of the total Monte Carlo events for the Data Challenge. This reflects an efficient use of both Tier 1 and Tier 2/testbed resources. A significant fraction of the total simulation CPU utilized came from sites outside of Tier 1, linked together with GRAT. This represents an incredible effort to make the test-beds productive during the data challenge. We commend this effort both as a proof of principle and as a feedback loop with lessons learned from the Data Challenge being communicated to US ATLAS facilities and GRID developers. However this level of effort is not sustainable, and stable long-term solutions have the highest priorities. Lengthy continuing development work on short-term solutions should be discouraged, while faster and more flexible development cycles for the long-term solution should be encouraged.

Appendix 5 of the US ATLAS Project Management Plan (PMP) details the schedule and criteria for selecting the final Tier 2 sites. There are five criteria:  acceptability to the NSF, existing activity in GRID research, a technically capable Principal Investigator, existing infrastructure (such as local area networking, support staff, etc.) to leverage, and good wide area networking connectivity. The schedule calls for potential Tier 2 sites to submit proposals by October of 2002 and final selections by April of 2003. 

Although these criteria for selecting Tier 2 sites look reasonable, the schedule needs to be rethought bearing in mind the delayed start up of the LHC and the Computing Project Funding Profile. In addition, it might be more advantageous to stagger the selections of the 5 permanent Tier 2 centers over a period of 2 or 3 years. The precise scope and design of the Tier2’s should be reviewed in the framework of budget constraints and US ATLAS needs.

Recommendation 10: We recommend a new schedule for selecting final Tier 2 sites based on the new LHC schedule and budget constraints. In addition, it might be more advantageous to stagger the selections of the five permanent Tier 2 centers over a period of 2 or 3 years.

7.4 General Comments and Recommendations 

In addition to comments specific to the Tier 1 and Tier 2/test-bed facilities, we have more general comments about the evolution and usage of the ATLAS computing model. 

To reiterate a concern stated earlier, the lack of timely communication between the LHC Computing Grid (LCG), Grid Deployment Board (GDB) and the US ATLAS computing facilities is a hindrance to the design and staffing of the US ATLAS facilities and the ATLAS responsible(s) sitting on the GDB and the LCG should have direct contacts with the ATLAS and US ATLAS T1 computing facilities.

While US ATLAS was incredibly productive in DC1 phase 1, in order to keep this level of productivity coherent in an increasingly challenging and complex T1/T2 environment, we believe that it would be very beneficial to have a production coordinator at the Tier 1 site that coordinates MC production for all US ATLAS facilities (Tier 1/Tier 2).

Recommendation 11: We recommend US ATLAS appoint a production coordinator at the Tier 1 site that coordinates Monte Carlo production for all US ATLAS facilities.

Monte Carlo production, while a good first test of the computing facilities and grid tools, is a relatively trivial use of computing. More difficult is the support of physicists doing actual analyses with their more chaotic demands on CPU and data delivery. We note again this year that the effort to look at the output from the data challenges is coming mostly from Europe, and in order to fully test the US ATLAS computing model including (for example) the staff needed to support physicist analyses, more US physicists need to be involved in the Monte Carlo analysis. We repeat the recommendation from last year :

Recommendation 12: The Tier 1 regional center at BNL should encourage, using all means available, physicists to analyze MC stored at BNL. Creative use of Guest Scientist positions could help here.

The committee believes that the establishment of a US ATLAS physics analysis center that exploits the US ATLAS computing model is an important part of the US ATLAS research program.

8. Data Challenges

Data Challenges will serve to validate the computing model, data model, and technology choices of ATLAS. We are happy to see that US ATLAS continues to participate in this series of progressively more ambitious challenges. 

The first Data Challenge is DC0, which finished successfully in 2002. It was primarily a “continuity test” from simulation with Geant-3 through reconstruction to analysis of 105 events. The second data challenge DC1 was scheduled for 2002. In addition to 100 times more events, DC1 exercised many other components of the computing system. It is divided into two phases. US ATLAS provided ~14% of the events for the now completed phase 1. Simulated data was delivered to the High Level Trigger (HLT) community for its TDR. While the initial plans did not anticipate the use of Grid tools at this time, part of the production exercised some low-level Grid tools. Some difficulties were encountered during production, as should be expected in a Data Challenge. These were communicated back to the developers. Phase 2 will start very soon. It is expected to exercise Grid tools to a much greater extent, and will deliver simulated events for physics studies such as the Physics Workshop in June 2003. 

The schedule for subsequent challenges has been pushed back to match delays in LHC turn-on. We agree with this change. Data Challenge 2 (DC2) is now scheduled for completion in 2004, DC3 in 2005, and DC4 in 2006. DC2 has a target of 108 events. They should make extensive use of Grid middleware, and test out a system with a complexity scale ~50% of the 2006-2007 system. These Geant4-based events will be used in large scale physics analyses and calibration procedures. 

Recommendation 13: We recommend that US ATLAS take a very active part in not only the production but also in the analysis of simulated data as part of the Data Challenges. 

The number of events and their usage in each of these Data Challenges are clearly stated. Failure to produce the events is not an option, as they are needed for critical studies. There may therefore be pressure to adopt approaches to facilitate production to the exclusion of other technical goals. This would not necessarily be in the long-term interest of the experiment. Indeed, it is reasonable to have as a goal of pushing one or more frontiers until the failing point in order to identify the scaling limits of the entire system. These might include production job submission tools, handling large numbers of analysis jobs with chaotic access patterns, data catalog queries, Grid middleware, and so on. 

Recommendation 14: We recommend that Data Challenge technical goals be articulated as well as simulated data production goals, and be given appropriate priority. 

Data Challenges will test and utilize many tools developed by a number of Grid projects. These projects are not part of ATLAS, and have their own priorities and time scales. 

Recommendation 15: We recommend that (U.S.) ATLAS proactively communicate its needs and schedules to Grid project groups outside of US ATLAS, and align milestones where possible. 

9. Management and Funding

9.1 Management 

The sharing of responsibilities and authority between the computing project manager and his deputy is a good approach and seems to be effective. Integration of US ATLAS and international ATLAS computing is much improved compared to one year ago. This is a credit to the management as well as a recognition of technical achievements and leadership roles of US ATLAS personnel. Some changes in management may come about due to opportunities within international ATLAS and in common projects invited by the funding agencies. 
We suggest that US ATLAS consider a periodic review of management responsibilities and performance; this may provide a useful tool to respond to, and even anticipate, possible changes in international ATLAS computing management. Such an approach could be useful for other computing positions as well, and may provide opportunities for recruiting individuals to serve in those positions and nurture the next generation of leaders.

9.2 Funding
Erosion of base program funding is an acute problem. The funding erosion places software support in jeopardy and complicates management of the project. Supplemental funding from Grid development areas and other non-project sources is providing necessary help, although the resulting diversion of manpower continues to cause some distortion of priorities. Additional funding would provide very great benefits, but the current funding climate makes it uncertain that this can be forthcoming in the near future. US ATLAS has succeeded in managing the priority diversions, and these appear to be less of a problem than it was a year ago.
The ITR proposal represents a very promising source of additional funding. As long as the project funding for computing remains below the “leadership level” identified by US ATLAS, success with this proposal is essential. However, the deliverables of the ITR proposal will almost certainly further distort the project goals and/or schedule. This will present a continuing challenge to management and we believe it will prove useful to periodically review and revise milestones and schedules in view of the matrix of deliverables.
Recommendation 16: We recommend revisiting milestones and schedules periodically, especially for data challenges and data management, to build new funding sources and LCG projects into the planning.
The uncertain funding situation necessitates decisions that may become contentious.  It was clear from the review that decisions are indeed being made by US ATLAS management, and that the decisions are respected by US ATLAS collaborators. The committee commends management for success in the decision making process.

The committee requested and was shown a prioritized list of computing goals. It is, of course, very difficult to evaluate relative priorities in a two-day meeting, so we will not try to comment specifically. We note, however, that it is important for priorities to continue to be refined, supported by all layers of management, and clearly articulated to the collaboration. Regular communication is crucial to manage the deliverables and priorities in a climate of multiple funding sources. 

Recommendation 17: We encourage regular meetings of US ATLAS Computing Management, to ensure continued success in decision-making and evaluation of priorities. 

10. Summary of Recommendations from November 2002


Recommendation 1: We encourage proactive planning for the use of the computing infrastructure and generated events by the (US) ATLAS physicist community.

Recommendation 2: We recommend that an ATLAS-wide policy should be established on the use of legacy software that encourages migration of all Atlas software developers to use the standard set of ATLAS applications and software components on a well-defined timescale. 

Recommendation 3: We strongly support ATLAS’ intention to become fully involved in the LCG CTS project. The ATLAS chief architect should participate directly, following progress, helping to steer the programme of work, and planning for the migration to use these services as part of the ATLAS Athena framework.

Recommendation 4: We encourage ATLAS to use experience in developing an architecture and design for a hybrid event store to develop use cases that can be used by the POOL project to validate its design of a persistent storage manager. 

Recommendation 5: Steps should be taken to formalize procedures for ensuring the flow of information to and from the LCG. The weekly ATLAS software meeting should be one of the vehicles used, although we heard that steps need to be taken to improve the organization of the agenda and conferencing facilities for benefit of people attending ‘remotely’.
Recommendation 6: It is important that ATLAS develops and enforces a policy on its approach to developing a language independent specification of its event data model.

Recommendation 7: It will be important to review the effectiveness of the SIT group (level of effort, distributed nature) at an appropriate time in the future. It may be necessary to give consideration to soliciting contributions from institutes as a contribution to general support and also establishing a core presence at CERN.  Software agreements may be an appropriate mechanism for achieving this goal.

Recommendation 8: A review by US ATLAS management of the successes and shortcomings of the GRAT and GRAPPA approaches and the establishment of a new baseline should be undertaken urgently so as to be able to deploy a new test-bed for some of the DC1-phase 2 challenge.
Recommendation 9: US ATLAS is encouraged to establish a close feedback loop with the ATLAS members of the LCG GDB to ensure adequate communication before and after decisions taken in the GDB.

Recommendation 10: We recommend a new schedule for selecting final Tier 2 sites based on the new LHC schedule and budget constraints. In addition, it might be more advantageous to stagger the selections of the five permanent Tier 2 centers over a period of 2 or 3 years.


Recommendation 11: We recommend US ATLAS appoint a production coordinator at the Tier 1 site that coordinates Monte Carlo production for all US ATLAS facilities.

Recommendation 12: The Tier 1 regional center at BNL should encourage, using all means available, physicists to analyze MC stored at BNL. Creative use of Guest Scientist positions could help here.

Recommendation 13: We recommend that US ATLAS take a very active part in not only the production but also in the analysis of simulated data as part of the Data Challenges. 

Recommendation 14: We recommend that Data Challenge technical goals be articulated as well as simulated data production goals, and be given appropriate priority. 

Recommendation 15: We recommend that (U.S.) ATLAS proactively communicate its needs and schedules to Grid project groups outside of US ATLAS, and align milestones where possible. 

Recommendation 16: We recommend revisiting milestones and schedules periodically, especially for data challenges and data management, to build new funding sources and LCG projects into the planning.

Recommendation 17: We encourage regular meetings of US ATLAS Computing Management, to ensure continued success in decision-making and evaluation of priorities. 
11. Conclusions from November 2002

The committee was very pleased with the timely delivery of the documentation and the answers to the recommendations made at the last review.

Athena has been endorsed and accepted by International ATLAS, which was welcome news to the committee. The next step is to establish universal usage of the framework. We urge wider use by US ATLAS collaborators for analysis of simulated data and
 that an ATLAS-wide policy be established on the use of legacy software. Migration of all ATLAS software developers to use the standard set of ATLAS applications and software components on a well-defined timescale is very important. We commend the plan to increase US ATLAS presence at CERN.

We were happy to see the extensive GRID developments, and incorporation of GRID tests into the data challenges. Analysis of lessons learned from this usage of prototype software will be very valuable. We applaud ATLAS’ intention to become fully involved in LCG. However, we feel that steps should be taken to formalize procedures for ensuring the flow of information to and from the LCG.

The Tier 1 facility continues to suffer from a lack of funding. Location of a production coordinator at the Tier 1 site to coordinate Monte Carlo efforts at all US ATLAS facilities can help to optimize the Tier 1/Tier 2 activities. Updated Tier 2 selection plans based on the LHC schedule and budget constraints should be considered.

We would like to thank the organizers and all participants for their efforts leading to a successful meeting.

12. Appendix1: Schedule of the November 2002 Review Meeting

Venue: Lawrence Berkeley National Laboratory

  Thursday Nov 14th
  9:00  - 9:30  
Executive session with management

  9:30 - 10:30   PCAP executive session

  Break

  10:45 - 11:15  Project Overview 


John Huth

  11:15 – 11:45 Budget Profiles, Milestones

Jim Shank

 11:45 - 12:45  LCG Status+Plans 


Torre Wenaus

  12:45 - 1:30    Lunch

  1:30  - 2:00 
 Physics



I. Hinchliffe

  2:00 - 2:20   
 ATLAS core software status/plans. 
D. Quarrie

  2:20 - 2:40   
 ATLAS DB software status/plans    
D. Malon

  2:40 - 3:00 
 Other US ATLAS software status/plans





T. Wenaus

  3:00 - 3:30     Facilities Status+Plans
  
B. Gibbard

  3:30 - 4:00 
US Testbed Status+Plans
  
Kaushik De

  Break

  5:15 - 6:00     Executive Session

  Dinner 
PCAP/US ATLAS

  Friday,  Nov 15th
  9:00 -  9:45
Progress on VDT and Interoperable Grid Testbeds

 



Rob Gardner

  9:45 – 11:15
 Breakout sessions

  Break

  11:30 – 12:00 Homework questions from yesterday. John Huth/Jim Shank

  12:00 – 2:00  PCAP Executive session/lunch

  2:00 - 3:30 
 Executive Session with management

  3:30 - 4:30 
 Executive Session 

  Break

  4:45 - 5:45      Closeout discussion

  Saturday, Nov 16th
  9:00-12:00
Committee writing session

             
Last Meeting with Management (John Huth).

  Lunch
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