1. Summary of Recommendations from November 2002


Recommendation 1: We encourage proactive planning for the use of the computing infrastructure and generated events by the (US) ATLAS physicist community.

Recommendation 2: We recommend that an ATLAS-wide policy should be established on the use of legacy software that encourages migration of all Atlas software developers to use the standard set of ATLAS applications and software components on a well-defined timescale. 

Recommendation 3: We strongly support ATLAS’ intention to become fully involved in the LCG CTS project. The ATLAS chief architect should participate directly, following progress, helping to steer the programme of work, and planning for the migration to use these services as part of the ATLAS Athena framework.

Recommendation 4: We encourage ATLAS to use experience in developing an architecture and design for a hybrid event store to develop use cases that can be used by the POOL project to validate its design of a persistent storage manager. 

Recommendation 5: Steps should be taken to formalize procedures for ensuring the flow of information to and from the LCG. The weekly ATLAS software meeting should be one of the vehicles used, although we heard that steps need to be taken to improve the organization of the agenda and conferencing facilities for benefit of people attending ‘remotely’.
Recommendation 6: It is important that ATLAS develops and enforces a policy on its approach to developing a language independent specification of its event data model.

Recommendation 7: It will be important to review the effectiveness of the SIT group (level of effort, distributed nature) at an appropriate time in the future. It may be necessary to give consideration to soliciting contributions from institutes as a contribution to general support and also establishing a core presence at CERN.  Software agreements may be an appropriate mechanism for achieving this goal.

Recommendation 8: A review by US ATLAS management of the successes and shortcomings of the GRAT and GRAPPA approaches and the establishment of a new baseline should be undertaken urgently so as to be able to deploy a new testbed for some of the DC1-phase 2 challenge.
Recommendation 9: US ATLAS is encouraged to establish a close feedback loop with the ATLAS members of the LCG GDB to ensure adequate communication before and after decisions taken in the GDB.

Recommendation 10: We recommend a new schedule for selecting final Tier 2 sites based on the new LHC schedule and budget constraints. In addition, it might be more advantageous to stagger the selections of the five permanent Tier 2 centers over a period of 2 or 3 years.


Recommendation 11: We recommend US ATLAS appoint a production coordinator at the Tier 1 site that coordinates Monte Carlo production for all US ATLAS facilities.

Recommendation 12: The T1 regional center at BNL should encourage, using all means available, physicists to analyze MC stored at BNL. Creative use of Guest Scientist positions could help here.

Recommendation 13: We recommend that US ATLAS take a very active part in not only the  production but also in the analysis of simulated data as part of the Data Challenges. 

Recommendation 14: We recommend that Data Challenge technical goals be articulated as well as simulated data production goals, and be given appropriate priority. 

Recommendation 15: We recommend that (U.S.) ATLAS proactively communicate its needs and schedules to Grid project groups outside of US ATLAS, and align milestones where possible. 

Recommendation 16: We encourage US ATLAS to consider renewable term appointments for management positions, where appropriate.

Recommendation 17: We recommend revisiting milestones and schedules periodically, especially for data challenges and data management, to build new funding sources and LCG projects into the planning.

Recommendation 18: We encourage regular meetings of US ATLAS Computing Management, to ensure continued success in decision-making and evaluation of priorities. 
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