DOE Office of Science Notices 01-06 and 01-11

Scientific Discovery through Advanced Computing (SciDAC):
National Collaboratories and High Performance Networks
PreProposal Submitted January 31, 2001
Title of Proposed Project:

Particle Physics Data Grid Collaboratory Pilot

Project Principal Investigator, DOE Laboratory component of collaboration:
Richard P.Mount, (650)926-2467 FAX (650)926-3329, richard.mount@slac.stanford.edu
Stanford Linear Accelerator Center (SLAC), MS97, 2575 Sand Hill Rd., Menlo Park, CA 94025

Project Principal Investigators, University component of collaboration:

Miron Livny, (608)262-0586 FAX (608)262-9777, miron@cs.wisc.edu
Computer Sciences Department, University of Wisconsin, 1210 W. Dayton St., Madison, WI 53706

Harvey B. Newman, (626) 395-6656 FAX (626) 795-3951, newman@hep.caltech.edu
California Institute of Technology, M/C 256-48, Pasadena, CA 91125

Key members of physics-experiment team:

ATLAS: 
Torre Wenaus, BNL; Lawrence Price, ANL; Stewart Loken, LBNL; Rich Baker, BNL
BaBar:
Richard Mount, SLAC; Robert Cowles, SLAC; Adil Hasan, SLAC; Andrew Hanushevsky, SLAC

CMS:
Harvey Newman, Caltech; Lothar Bauerdick, Fermilab; Julian Bunn, Caltech; Ian Fisk, UCSD
D0:
Ruth Pordes, Fermilab; Igor Terekhov, Fermilab
STAR:
Bruce Gibbard, BNL; Doug Olson, LBNL

Jlab Experiments:  Chip Watson, TJNAF

Key Members of the computer sciences team:

ANL:
Ian Foster, Bill Allcock, Mike Wilde
LBNL:
Arie Shoshani, Alex Sim
SDSC:
Reagan Moore

University of Wisconsin: Miron Livny, Paul Barford
GriPhyN Coordination (funded by GriPhyN)

University of Florida:  Paul Avery

Particle Physics Data Grid Collaboratory Pilot

Summary description of proposed research

The Particle Physics Data Grid Collaboratory Pilot will develop, evaluate and deliver vitally needed Grid-enabled tools for data-intensive collaboration in particle and nuclear physics. Novel mechanisms and policies will be vertically integrated with Grid middleware and experiment specific applications and computing resources to form effective end-to-end capabilities.  PPDG is a collaboration of computer scientists with a strong record in distributed computing and Grid technology, and physicists with leading roles in the software and network infrastructures for major high-energy and nuclear experiments.  Together they cover the wide spectrum of scientific disciplines and technologies required to bring Grid-enabled data manipulation and analysis capabilities to the desk of every physicist. A three-year program is proposed, taking advantage of the strong driving force provided by now-running physics experiments together with recent advances in Grid middleware. Our goals and plans are guided by the immediate, medium-term and longer-term needs and perspectives of the LHC experiments that will run for at least a decade from late 2005 and by the research and development agenda of other Grid-oriented efforts.  PPDG is actively involved in establishing the necessary coordination between potentially complementary data-grid initiatives in the US, Europe and beyond.
1. Statement of importance - identification of problem or opportunity, or situation being addressed

Experimental research in fundamental physics is strongly supported by DOE, as is the development of the information technology required to meet the mission of the department. Never before has the scientific mission of particle and nuclear physics research been so dependent on state of the art information technology. Collaborations of hundreds to thousands of physicists and engineers are formed to create accelerators, detectors and analysis systems with a productive life of tens of years.  These analysis systems form a complex and widely distributed “fabric” of computing and storage resources.  Currently the world’s leading operational facilities in high-energy and nuclear physics are PEP-II/BaBar at SLAC, using electron-positron collisions to investigate the small asymmetry between matter and antimatter that gave rise to our matter-dominated universe, and RHIC at Brookhaven, using nuclear collisions to create energy densities typical of the big bang.  In the immediate future the Fermilab Tevatron will allow the CDF and D0 experiments to address new physics frontiers.  Within five years the ATLAS and CMS experiments at the CERN LHC, in which the US role is the largest of any single nation, will measure collisions at unprecedented energies that are expected to revolutionize our understanding of physics. The computing facilities for BaBar currently support analysis of a 200 terabyte object database using over one hundred data servers and close to two thousand compute servers.  The facilities required for RHIC, CDF, D0, ATLAS and CMS will be even larger.

The non-deterministic nature of quantum physics, uneasily understood during the last century, inevitably requires the measurement and analysis of billions of particle interactions to observe and understand fundamental processes.  Typical current detectors, weighing over ten thousand tons, must have millions of sensitive channels and produce hundreds of terabytes of data per year.  LHC experiments will rapidly reach tens of petabytes of data to be analyzed.  The design, construction and data analysis for an experiment require the combined intellect and dedicated work of international collaborations. For over two decades, particle physics collaborations have developed applications that stretched collaboratory technology to its limits, in several cases driving the creation of national and international networks.

The BaBar experiment faces the challenge of data volumes and analysis needs planned to grow by more than a factor 20 by 2005.  During 2001, the CNRS-funded computer center at CCIN2P3 Lyon, France will join SLAC in contributing data analysis facilities to the fabric of the collaboration. The STAR experiment at RHIC has already acquired its first data and has identified Grid services as the most effective way to couple the facilities at Brookhaven with its second major center for data analysis at LBNL.  An important component of the D0 fabric is the SAM distributed data management system at Fermilab, to be linked to applications at major US and international sites. The LHC collaborations have identified data-intensive collaboratories as a vital component of their plan to analyze tens of petabytes of data in the second half of this decade. US CMS is developing a prototype worldwide distributed data production system for detector and physics studies.
The Computational Grid community has identified support of “Virtual Organizations” (VO) as the as the driving force behind the creation of Grid environments. A HENP experiment with its complex fabric of computing and storage resources, demanding applications and dynamic multi institutional structure can be viewed as an archetypical large VO.   For a member of a VO to benefit from the resources of a Grid, his/her application has to be vertically integrated with the fabric of the Grid via a stack of Grid-enabled middleware.
In coordination with complementary projects in the US and Europe, this proposal is aimed at meeting the urgent needs for advanced Grid-enabled technology and strengthening the collaborative foundations of experimental particle and nuclear physics.  Our research will focus on the missing layers in the stack of Grid middleware and on issues of end-to-end integration and adaptation to local requirements.  Each of the experiments has its own unique set of computing challenges, giving it a vital function as a laboratory for CS experimentation. At the same time, the wide generality of the needs of the physicists for distributed data access, processing, analysis and remote collaboration will ensure the more general applicability of the Grid technology that will be developed and/or validated by this proposed project.

2. Explanation of methodology
The proposing team includes leading members of particle and nuclear physics experiments, computer scientists with interests and achievements in Grid technology and distributed resource management, and computer scientists directly involved in the software infrastructure of the physics experiments. 

A three-year program of work is proposed that is consistent with the long-term requirements of each of the physics experiments and the research and development agenda of the computer science team.

We propose to take advantage of the existing requirements analyses performed by the physics collaborations and to leverage existing software developed by members of the collaboration and others.  Our research will build on the frameworks and technology that have been developed by the PPDG team over the last two years. This effort was funded by DOE Mathematical Information and Computer Sciences and by High Energy and Nuclear Physics.  In addition, the HENP experiments represented in this proposal necessarily have access to very significant national and international computational, storage and network facilities that will be exploited as the Grid fabric for this pilot with the full support of the physics collaborations.  

The challenge of creating the vertically integrated technology and software needed to drive a data-intensive collaboratory for particle and nuclear physics is daunting. Success is rendered likely by the existence of several efforts with complementary focus: in the US the NSF-funded GriPhyN collaboration is focusing on the longer-term computer science issues, notably the support of “virtual data”, and the complexities of a multi-tiered computing and data system.  In Europe, the European Union-funded DataGrid will address the medium to long term goals of its collaborators including LHC-focused particle physics, Earth observation sciences and biology. The PPDG team will focus on providing a practical set of Grid-enabled tools that meet the deployment schedule of the HENP experiments.  It will make use of existing technologies and tools, including those from GriPhyN and the European DataGrid as they become available, to the maximum extent, developing, on the CS side, those technologies needed to deliver vertically integrated services to the end user.  Areas of concentration for PPDG will be the sharing of analysis activities, the standardization of emerging Grid software components, status monitoring, distributed data management among major computing facilities and Web-based user tools for large-scale distributed data exploration and analysis. Many key personnel in these projects have a long history of collaboration on physics, computing, data management and network development projects, and all are committed to ensure overall coordination. 

Explicit management and coordination structures are planned that will ensure that the work plan addresses the goals and meets the needs of both the physics and CS teams. While, as expected, each of the two teams has a different perspective on the challenges we face, they agree on the goals and on what it will take to meet them.

The outline of the proposed work follows:

1. Precise specification of required deliverables including their APIs and user interfaces as appropriate
2. Deployment, and where necessary enhancement or development of distributed data management tools:
· Distributed file catalog and web browser-based file and database exploration toolset
· Data transfer tools and services

· Storage management tools

· Resource discovery and management utilities

3. Instrumentation needed to diagnose and correct performance and reliability problems

4. Deployment of distributed data services (based on the above components) for a limited number of key sites per physics collaboration:
· Near-production services between already established centers over ‘normal’ networks (currently OC12 or less);

· “Envelope-pushing” services over NTON and other high-speed research testbeds (currently OC48 or more).

5. Exploratory work with limited deployment for advanced (i.e. difficult) services:
· Data signature definition (information necessary to re-create derived data) and catalog

· Transparent (location and medium independent) file access

· Distributed authorization in environments with varied local requirements and policies
· Cost estimation for replication and transfer

· Automated resource management and optimization.
The above work breakdown reflects the viewpoint of physicists.  From a CS viewpoint, the research and development agenda of this effort will map principally on to issues related to the Grid fabric layer and within or close to the application layer.  We plan to leverage existing intermediate Grid layers provided and supported by other projects to interface the application layer with the fabric. We will work in close collaboration with the teams that have created these software systems and seek their advice and support in building fully integrated Grid-enabled capabilities.  The principal CS work areas, forming an integral part of the above breakdown are:

1. Obtaining, collecting and managing status information on resources and applications, (managing these data will be closely linked to work on the replica catalog)
2. Storage management services in a Grid environment
3. Reliable, efficient and fault-tolerant data movement
4. Job description languages and reliable job control infrastructure for Grid resources.

Tools provided by the CS team will be adapted to meet local/specific requirements and will be deployed by members of the Physics team. Each experiment will be responsible for its applications and resources and will operate a largely independent, vertically integrated Grid, using as far as possible standardized components and often sharing network infrastructures. The schedule and deliverables of the CS team will be coordinated with the "milestones" of the experiments. The "Grid Reference Architecture" developed by GriPhyN will guide the work. As GriPhyN starts to deliver Virtual Data technology that is based on its long-term research agenda, it will be included in our vertically integrated Grid services.

3. Anticipated results

Results and deliverables will be produced in three areas:

a. Data-intensive collaboratory tools and services of lasting value to particle and nuclear physics experiments.  Support responsibilities for this technology will be transferred to the experiments and to a dedicated US support team for which funding has been requested within the DOE High-Energy Physics program.

b. Advances in computer science and software technology specifically needed to meet the demanding needs of a data-intensive collaboratory.  The validation and hardening of ideas currently embodied in early Grid services and proof-of-concept prototypes is considered a most important component of these advances.

c. Advances in the understanding of the infrastructure and architectural options for long-term development of data-intensive Grid and collaboratory services.  The involvement of key scientists from long-term Grid projects will ensure that practical experience gained from this collaboratory pilot can become an integral part of forward-looking architectural planning. 
4. Project schedule

Prior to the project start many key project members will continue their active involvement in defining the requirements of the physics experiments and coordinating the worldwide collaboratory and Grid development (for example at the March 2001 Global Grid Forum).

To drive productive collaboration between the physicists and computer scientists, specific areas of the collaboratory pilot will be targeted for focused work by “vertical integration teams.”  Some examples of current planning, building on work done before the planned project start, are given below.  The full proposal will reflect a coordinated approach to PPDG, DataGrid and GriPhyN planning following a planned meeting of all three projects in Amsterdam on March 4.

1. Replica catalog in use for BaBar SLAC-Lyon transfers, July 2001 (first use of GDMP with the Globus replica catalog, will be in CMS production, in Spring 2001; HRM integration by Summer 2001)

2. Web browser interface to replica catalog used for Atlas and CMS transfers, September 2001

3. Basic point-to-point use of catalog and transfer utilities for STAR BNL-LBNL transfers, September 2001

4. Policy-based replication pilot centered on Jlab for Jlab-MIT transfers, December 2001

5. PPDG job description and resource allocation languages used to express D0 policies driving SAM, December 2001

5. Budget

Funding will be requested under Office of Science Notice LAB 01-06, under Office of Science Notice 01-06 and under Office of Science Notices 01-11 and LAB 01-11 (HENP SciDAC).  The requested total funding for FY2001, FY2002 and FY2003 is expected to be $3.5M, $4.0M and $4.5M where 55–60% of the funds will be requested for work within the physics-experiment team and 40-45% for work within the CS team. The ramp up reflects the expectation that the rapidly rising needs for data-intensive collaboratory tools in particle and nuclear physics will drive an increasingly productive interdisciplinary collaboration.
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