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2.6 ATLAS distributed data manager, MAGDA (ATLAS-Globus)

The principal goal of the Magda project for the period was the application of Magda in the ATLAS Data Challenges, supporting it in production, and feeding back experience into ongoing development. A production ready version of Magda was released in early December 2001, conforming to the original ATLAS Data Challenge 0 schedule. The DC schedule has seen modifications and delays since then, however. DC0 production is complete and all results have been successfully cataloged by Magda and made available to the community via Magda access and replication tools. The principal DC0 deliverable of a complete processing chain within one release remains incomplete at this date. Despite this, the Collaboration has moved forward with an aggressive plan to adhere to the DC1 schedule commencing in April to deploy and exercise distributed production on about 18 sites worldwide. Magda was accepted for use as the means of data replication and cataloging for this exercise. Wensheng Deng, since March 1 a full-time PPDG (BNL) developer focusing on Magda, worked closely with the Data Challenge team to support this usage. First production is scheduled for May.
DC1 ‘phase 0’ as the distributed production exercise is called provides us the opportunity to exercise the replication functions (as distinct from the cataloging functions) of Magda in large scale production for the first time. To this end, and also to satisfy the needs of small scale replication users below, the replication mechanisms were made ‘user accessible’ as opposed to ‘experts only’ by improving the information, documentation and task control available to users via the web interface. Step by step procedures accessible to end users were developed, tested and documented. The replication mechanism was also extended to more flexibly support disk to disk transfers (not involving mass stores) between sites.
We also responded to a usage request from the liquid argon calorimeter group at BNL to use Magda for near real time management of bench test data acquired on dedicated DAQ systems and archived on the Tier 1 mass store. This provided us with a new use case we proceeded to implement, involving a dynamically changing input data set (source location content changes continuously as new data files are acquired and registered) to be replicated. Magda was extended to support replication of such dynamic data sets in addition to static ones, and this usage is now under test.

In light of the growing attention to web services, as a learning exercise on SOAP technology we implemented a SOAP testbed and explored its applicability for an implementation of Magda’s “SQL accelerator” by which batch database transactions are transmitted in bulk over the network and executed by a CGI-driven trigger (which would be replaced by SOAP). The technology fits the application well, but given other priorities we are not proceeding with a re-implementation at this time.

In a January PPDG focus meeting on data management we presented the results of a review of GDMP’s appropriateness to use by Magda for publish/subscribe replication. We presented a ‘GDMP wish list’ which has been fully addressed in the forthcoming GDMP Version 3 release. Accordingly we plan to proceed with GDMP integration in Magda using V3, to provide a production-oriented publish/subscribe replication service in Magda.
GDMP integration with Magda is a means by which ATLAS is planning to merge its US and EDG based grid activities. Magda’s application in the ATLAS Data Challenges attracted the interest of the ATLAS EDG team, and an agreement was reached to make an EDG person (a computer scientist working for Laura Perini at Milan) available to work on Magda and EDG/GDMP integration. The work is expected to begin in April.

Magda usage in ATLAS continued to grow, with the cataloged data volume exceeding 10TB at the end of the period. Participants in the activity during the period were Wensheng Deng and Torre Wenaus (BNL). Alex Undrus provided database and infrastructure support and system administration.
2.7 BaBar Database Replication (BaBar-SRB)

3 Cross-cut Activities and Collaborations

3.1 Certificate/Registration Authority

3.2 Monitoring
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3.5 Collaboration with IEPM, Network Performance Monitoring

4 Single Collaborator Efforts and End to End Applications

4.1 ATLAS

4.1.1 US ATLAS Grid Testbed

VDT 1.0 was deployed at testbed sites and the Tier 1 during the period. Testing is underway. Deployment of Magda at a fourth testbed site, UT Arlington, was completed. Magda is now operational at BNL, ANL, LBNL, Boston U, and UTA.
4.1.2 EDG Testbed Interface
Through the work of Jerry Gieraltowski (ANL), ATLAS expanded its attention this quarter to establishing an effective ATLAS/PPDG conduit to the EDG working groups to provide feedback on the perceived functionality of the EDG Testbed.  Jerry acted as a "new user" of the Testbed to investigate how easy it is to use the functionalities provided by the Testbed.  Simple tests were run directly on the Testbed using CERN UI server logon with an INFN certificate.  Attempts to run the same set of tests with a valid DOE Science grid certificate have failed so far.  Attempts at running a set of simple Globus run tests between a server at ANL and the CE server in the CERN Testbed using the INFN certificate have not been successful so far.  Jerry is working closely with Ed May at ANL to construct an EDG UI server following EDG installation instructions.  Once complete (expected 4/12), it will be used to test interactions with the CERN Testbed and grid nodes in the US-ATLAS grid.  This will involve interactions between the EDG software release and the GriPhyN VDT software release.

4.1.3 Monitoring

Work continued on developing Linux farm monitoring through MDS. A prototype based on the existing local farm monitoring system at the US ATLAS Tier 1 was developed. It can monitor up to 600 nodes, and scalability will be improved in the future. Currently the system can answer limited questions which grid users might ask via MDS. Work is underway with Les Cottrell to import his IEPM monitoring data into MDS. The effort includes creating a MySQL database for the network monitoring data, translating the database schema to the OpenLDAP schema, and implementing the MDS information provider which maps the rows in the relational database to the OpenLDAP object classes.  Dantong Yu (BNL) carried out this activity.
4.1.4 Distributed job management

Distributed job management activity, carried on by Pavel Nevski (BNL), focused on completing the ATLAS Data Challenge-directed deployment of a job management infrastructure that integrates the use of distributed data management (Magda) and application metadata management tools. During the period the system operated in production for ATLAS Data Challenge 0 and is now being adapted and extended for use in Data Challenge 1 in the next quarter. Extensions include expanded use of Magda for distributed replication of simulation data, and integration of Virtual Data Catalog work (for automated creation of job specification files) being done by Sasha Vaniachine at ANL. In the next quarter we will begin growing this area as the principal ATLAS PPDG Year 2 focus area, as planned. We plan to begin by examining how we can incorporate usage of MOP.

4.1.5 Data signature
The preliminary design work on event data history performed during the last quarter fed into a major (off-project) effort this quarter in refining the design of an experiment-independent HEP event data store based on a ‘hybrid’ approach in which event data objects are streamed to files while associated metadata is managed in a relational database. Event data history information was incorporated into the design of the hybrid store so as to support data signatures providing comprehensive descriptions and processing histories of all objects in the store. The design will accommodate the use of grid middeware components such as virtual data catalogs to manage job and data descriptions and histories. David Adams (BNL) led and carried out the bulk of this work with participation from V.Perevoztchikov, V.Fine, P.Nevski, T.Wenaus and others. We are now working to inject these efforts into the common project on persistency that is taking shape within the LHC Computing Grid Project.
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