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Magda info page: http://atlassw1.phy.bnl.gov/magda/info
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Status of the Project:

The Magda section of the Jan-Mar quarterly report is reproduced below. Since March we have met with the GDMP team at CERN to plan the integration with Magda, and we are establishing a GDMP V3 + Magda installation in Milan to carry out this work. GDMP V3 is installed (or nearly so) and Magda is being installed.
The principal goal of the Magda project for the period was the application of Magda in the ATLAS Data Challenges, supporting it in production, and feeding back experience into ongoing development. A production ready version of Magda was released in early December 2001, conforming to the original ATLAS Data Challenge 0 schedule. The DC schedule has seen modifications and delays since then, however. DC0 production is complete and all results have been successfully cataloged by Magda and made available to the community via Magda access and replication tools. The principal DC0 deliverable of a complete processing chain within one release remains incomplete at this date. Despite this, the Collaboration has moved forward with an aggressive plan to adhere to the DC1 schedule commencing in April to deploy and exercise distributed production on about 18 sites worldwide. Magda was accepted for use as the means of data replication and cataloging for this exercise. Wensheng Deng, since March 1 a full-time PPDG (BNL) developer focusing on Magda, worked closely with the Data Challenge team to support this usage. First production is scheduled for May.

DC1 ‘phase 0’ as the distributed production exercise is called provides us the opportunity to exercise the replication functions (as distinct from the cataloging functions) of Magda in large scale production for the first time. To this end, and also to satisfy the needs of small scale replication users below, the replication mechanisms were made ‘user accessible’ as opposed to ‘experts only’ by improving the information, documentation and task control available to users via the web interface. Step by step procedures accessible to end users were developed, tested and documented. The replication mechanism was also extended to more flexibly support disk to disk transfers (not involving mass stores) between sites.

We also responded to a usage request from the liquid argon calorimeter group at BNL to use Magda for near real time management of bench test data acquired on dedicated DAQ systems and archived on the Tier 1 mass store. This provided us with a new use case we proceeded to implement, involving a dynamically changing input data set (source location content changes continuously as new data files are acquired and registered) to be replicated. Magda was extended to support replication of such dynamic data sets in addition to static ones, and this usage is now under test.

In light of the growing attention to web services, as a learning exercise on SOAP technology we implemented a SOAP testbed and explored its applicability for an implementation of Magda’s “SQL accelerator” by which batch database transactions are transmitted in bulk over the network and executed by a CGI-driven trigger (which would be replaced by SOAP). The technology fits the application well, but given other priorities we are not proceeding with a re-implementation at this time.

In a January PPDG focus meeting on data management we presented the results of a review of GDMP’s appropriateness to use by Magda for publish/subscribe replication. We presented a ‘GDMP wish list’ which has been fully addressed in the forthcoming GDMP Version 3 release. Accordingly we plan to proceed with GDMP integration in Magda using V3, to provide a production-oriented publish/subscribe replication service in Magda.

GDMP integration with Magda is a means by which ATLAS is planning to merge its US and EDG based grid activities. Magda’s application in the ATLAS Data Challenges attracted the interest of the ATLAS EDG team, and an agreement was reached to make an EDG person (a computer scientist working for Laura Perini at Milan) available to work on Magda and EDG/GDMP integration. The work is expected to begin in April.

Magda usage in ATLAS continued to grow, with the cataloged data volume exceeding 10TB at the end of the period. Participants in the activity during the period were Wensheng Deng and Torre Wenaus (BNL). Alex Undrus provided database and infrastructure support and system administration.
Plans for the Project:


See planning URL:

http://atlassw1.phy.bnl.gov/XProject/servlet/XProject?schedule=yes&keys=magda

See US ATLAS Core/Grid SW brief talk: http://www.usatlas.bnl.gov/computing/software/core-grid-200205/Magda2002.ppt

For the next 3 months:



GDMP integration



Demo development



Initiate Globus alpha testing



Clarify role in distributed job management, analysis plans



Interface to first prototype of hybrid event store common project


For PPDG Year 2:



Globus testing and integration



GDMP deployment for publish/subscribe production applications



Evolve or develop Magda appropriately for the distributed job




management, analysis plans that are developed



Clarify Magda’s future, e.g. with respect to Alien

Questions for the Project (written responses submitted before the review are appreciated):

a) What are the deliverables of your project activity,  how  has the project met the deliverables to date, what effort has been contributing to the project?
a. To deliver a distributed data management system deployed to users for a range of uses from large scale production to individual applications. To deploy this system between BNL and CERN, and between BNL and (at least) 4 US ATLAS testbed sites. To exercise this system in large scale production. By “distributed data management” we mean passive and active cataloging of disk or mass store resident files (of a wide variety of types) in file/replica catalogs; convenient accessing and searching of catalog content via web or command line; automated replication of user-defined collections of files among distributed locations; a comprehensive web interface; and command line tools enabling production and analysis users to make effective use of the system in their jobs.
b. All these deliverables have been met. The system was accepted by ATLAS as the basis for distributed data management in the ATLAS Data Challenges of 2001 and 2002. It was deployed on schedule on Dec 7 2001 for this purpose, and has been in production use in this context for some time. It is currently being deployed for data distribution among about 18 sites worldwide participating in ATLAS Data Challenge 1 ‘phase 0’, a distributed production exercise commencing in May.

c. Effort contributed has consisted of about 30% of the time of T. Wenaus (BNL) for the last 12 months, about 20% of the time of P. Nevski in the last several months in production system integration for the data challenges, about 20% of the time of Wensheng Deng between July 2001 and February 2002, and 100% of Wensheng’s time since March 1 when he joined the BNL Physics Applications Software group as a postdoc. Alex Undrus has also contributed database administration, optimization, system and web support services.


b) What is the deployment plan for your project activity and  what is the state of that deployment?
a. As mentioned above, with the ATLAS acceptance of Magda for the DCs the deployment plan has focused on production use in the ATLAS DCs. ATLAS DC0 was to occur in Dec/Jan and a production-capable version of Magda was deployed for this purpose on schedule on Dec 7 2001. DC0 was delayed, and is in fact still in progress, and Magda has been used throughout for passive and active cataloging of data, and limited replication duties. The DC 1 phase 0 deployment now in progress will exercise its replication functions in a widely distributed production setting.

b. Magda has been deployed at three US sites (and CERN) since July 2001 and at six US sites (BNL, ANL, LBNL, Boston U, UT Arlington, Indiana U). US sites (apart from BNL) have not been used extensively to date, basically because the US ATLAS grid testbed has been generally moribund. This is now being corrected, and a major Magda deployment exercise in the next few months will be active use on the US testbed directed at developing quality demos for the fall.


c)  Has the project benefited from being part of the PPDG work and if so how?
a. The project could not and would not have taken place were PPDG resources not available. The project fits well into PPDG and benefits from it because both the project and PPDG are directed towards practical, real-world, near-term applications of grid software in production settings. The project has benefited only marginally so far from technology sharing (use of grid middleware) so far (most materially through the use of gsiftp for replication between grid-enabled sites), because of the immaturity to date of that middleware and the international grid fabric. We see this situation improving and we remain active and committed in integrating, exercising and deploying grid middleware within Magda.


d)  Has the project been hindered by being part of the PPDG work and if so how?

a. The project has not been hindered. The only ‘hindrance’ I see is that if US ATLAS computing had received the same resources in an unencumbered way, free to apply them towards US ATLAS computing priorities across our entire program, we would have used the resources somewhat differently. For example, we now have a well-developed distributed data management system, but at the same time we have no event data storage system in ATLAS. But this is a DOE/NSF LHC Computing problem, not a PPDG problem. I am not arguing for fewer PPDG resources!
e) What collaborations does your project activity rely on  and/or contribute to? Have these been of benefit or a hindrance?

a. We rely on Globus. Our contributions to Globus have been in requirements input and usage feedback, and in software alpha/beta testing and deployment. We expect to come to rely on GDMP for at least some modes of Magda operation. Interaction with GDMP so far has been in feeding in requirements and feedback, which have been heeded in the new GDMP V3 version.

f) What is your assessment of the potential for adapting the s/w from this project to other experiments?
a. It is generic and lightweight (in itself and in the tools it uses, e.g. MySQL) and so should be readily adaptable to other experiments. Because it is able to use grid middleware replication tools where they are available, and conventional tools like scp where they are not, it doesn’t require a fully grid-enabled infrastructure to operate, and can use progressively more grid infrastructure as it becomes available.

b. It has not been ‘productized’, but work is underway to package it using pacman.

c. STAR has recently shown interest in evaluating it for possible use, so we may find out how adaptable it is.

g) What do you see as the future needs, deliverables and effort needed for the Project Activity? 

a. The full-time developer/support person now on board is essential to meet the support and development needs of a growing range of users and applications. It is probably also sufficient for Magda proper. Principal Magda development activities in the near term will be in GDMP integration, Globus alpha code (replica location, reliable file transfer) integration and evaluation, and demo development. Beyond that, we expect what is currently Magda development to branch out into distributed job management and distributed analysis, following more or less our original 3 year plan in the proposal.
h) Is there anything PPDG should be doing more/differently to help with the project activity?
a. So long as PPDG continues to strongly support end-to-end applications like Magda as an integral part of the PPDG program, we should be OK.
Additional questions for the Project:

1) Is there a url that shows "Prototype" moving to "Design and deploy for production" to show the areas  of MAGDA/Athena integration? From my reading this seems a step that happens kind of by waving a wand …

Magda/Athena integration is to come after the interfacing of Athena directly to file catalog services. This work has yet to be done, and Magda/Athena integration is tabled until it is. It is very low priority because it essentially adds no capability to what is already available with Magda’s present ‘layered’ approach with no explicit integration – at least for use cases which are important at present.

2) Are the issues with GDMP being addressed to you needs and what do you see as the roadmap here?

a. Yes. The GDMP issues we put forward in January have been addressed in GDMP V3, according to the GDMP team. We are proceeding with integration now, with the help of David Rebatto of Milan/DataTAG.

3) Could you comment on how the data signature  prototype development might use common PPDG software or be used by other experiments?

a. We expect this work to feed directly as ATLAS input into a general data history/data signature effort. The small amount of work done so far was basically to ‘collect our thoughts’ in an ATLAS context. It is already being applied in a ‘common context’ since it has been an important ingredient in the hybrid distributed event store design work we have been doing – which is not part of PPDG but is closely related, with interfaces directly to PPDG and other grid middleware work such as replica catalogs and virtual data/data history catalogs.
4) Are the ideas in " Implementation of automatic mechanisms to check, validate and update  file instances across the grid to ensure consistency" of potential reuse by Globus as they implement the new RLS system and has the Globus collaboration on Magda been part of this?
a. The intent of this task was to implement the mechanisms using whatever tools are available to do so; we intend to make use of RLS and accordingly have expressed interest in doing RLS alpha testing. We have expressed our early interest in RLS to the Globus team in the past.

5) MAGDA seems to be an end -to-end full data replication service application at present. Would you be able to give a couple of examples of how much work  you think it will be to move it to new common grid middleware services as they become stable? Do you have an estimate of the project  time you have spent testing  emerging grid middleware that did not meet the experiments end-to-end application needs at the time of use?

a. Magda is intended to be a thin layer into which common grid middleware components are integrated (first for evaluation and test purposes; ultimately for migration and deployment) as they become available over time. Thus Magda should get ‘thinner’ over time. I expect there will always be a need for an ‘integration/glue’ layer bringing together the components into an end-to-end application, however. Which is not to say Magda will always be that layer. E.g. Alien is something we should look at, as ATLAS is planning to do.

b. Extremely little project time has been used testing emerging middleware that did not meet end-to-end needs. Simply because we stopped testing as soon as we found elements that did not meet our needs, and fed back our needs to the middleware developers. Having a functioning end-to-end system, there was no need to expend effort struggling with immature middleware.
6) Clearly the Atlas Year 1 PPDG plans below covered a lot of ground. Do you see the breadth of the ATLAS PPDG activities continuing? Do you see MAGDA as continuing as the only ATLAS Project Activity  in addition to the monitoring cross-cut work - in year 2 and 3 of PPDG.

a. ATLAS PPDG activities will broaden substantially in year 2 and year 3, according to the plan in the proposal. In year 2, distributed job management is to eclipse Magda as the principal deliverable; I expect it will become a new project activity. The welcome recent introduction of a distributed analysis activity in PPDG gives a context to move work originally foreseen for year 3, in integrating grid services into an effective ‘transparent’ analysis environment for users, into year 2 also, and we expect to do that. Magda will continue to be an element of the program and (we hope) an actively used tool, and possibly also the basis for development work in other areas, but we do not expect it to continue for much longer as a principal focus of development effort.
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