1.1 ATLAS Year2 (Sept 01-Dec 02)

1.1.1 Goals

Before and during year 2, during Data Challenges 1 and 2, ATLAS will build up a large volume of data based on the most current detector simulation model and processed with newly developed reconstruction and analysis codes. There will be a demand throughout the collaboration for distributed access to this dataset, particularly the reconstruction and analysis products. In close collaboration with PPDG we will integrate VDT data transport and replication tools, with reliable file transfer tools of particular interest, into a distributed data access system serving the DC data sets to ATLAS users. We will also use on-demand regeneration of DC reconstruction and analysis products as a test case for virtual data by materialization. These exercises will test and validate the utility of grid tools for distributed analysis in a real environment delivering valued services to end users.

Collaboration with the International ATLAS Collaboration, and the LHC experiments overall is an important component of the subproject.  In particular, developing and testing models of the ways ATLAS software integrates with grid middleware is a critical issue.  The international ATLAS collaboration is responsible for developing core software and algorithms for data simulation and reconstruction.  The goal is the successfully integrate grid middleware with the ATLAS computing environment in a way that provides a seamless grid-based environment used by the entire collaboration.

1.1.2 People Involved

Rich Baker, Randy Bramley,  Kaushik De, Rob Gardner, Bruce Gibbard, John Huth, David Malon, Ed May, Jennifer Schopf, Jim Shank, Jason Smith, Alex Undrus, Valerie Taylor, Torre Wenaus, Saul Youssef, Dantong Yu

1.1.3 Notion

Several acronyms are used within this document.

· VDT: The Virtual Data Toolkit, developed by GriPhyN/iVDGL

· DC1, DC2, etc:  Data Challenges, defined by the ATLAS project

· GG1, GG2, etc: GriPhyN-ATLAS goals, as defined by this document

· PG1, PG2, etc: PPDG-ATLAS goals, defined by the PPDG project plans

1.1.4 Infrastructure development and deployment

*Specify in detail the testbed configuration, and which projects and people are responsible for creating it.


Completed 10/01


VDT1.0 (Globus 2.0Beta, Condor 6.3.1, GDMP 2.0)


Magda


Objectivity 6.1


Pacman


Test suite for checking proper install


Documentation

Package this set using Pacman

*Deploy VDT services with Atlas add-ons on a small number of machines at 4-8 of sites, identifying a skilled person at each site who is responsible for making this happen. Install this set of basic software for 4-8 cites: ANL (May), BU (Youssef), BNL(Yu), IU (Gardner) in first 3 months (required), with UTA, NERSC, UMich, OU following as their effort allows.

*Identify node at CERN to be included in early testbed. This will include resolution of CA issues, and accounts.

*Define simple Atlas application install, neatly package up a simple example using Pacman, include documentation, simple run instructions and readme.  Sample data file and a working Athena job are needed.  Ideally, several applications will be included. (Shank, Youssef, May)

*Provide an easy setup for large scale batch processing. This will include easy account/certificate setup, disk space, and access to resources. Ideally this will be done with a submission tool, possibly based on Grappa or included within Magda, but that may way until later in the year.

1.1.5 Challenge-problem 

Within Atlas, Data Challenge 1 (January - July 2002) involves producing 1% of the full scale solution. The code will run on single machines without Grid interactions, and the event generation and detector simulation phases will not use Athena. This will produce data sets that are of interest to users in general, generating 10^7 events using O(1000) PC’s, with a total data size of 25-50 TB.

The Year1 GriPhyN-Atlas goal (-1) will include serving this data in an interesting and useful way to external participants. The goal of -1 is to allow limited reconstruction analysis jobs using grid job submission interface.

1)  the data will need to be taged with Metadata as part of it’s generation in DC1. 

2) Serve the data (and metadata) using Grid infrastructure

a) File access and a well organized web site

b) A solution like what Magda with physics "metadata" on a file by file basis

c) command line interface to provision files 

d) NOTE: Need to define clearly how much data storage will be required at each site, and what types of data should be generally accessible

3) Job submission with minimal smarts

a) This might be Grappa as remote job submission

b) Minimal scheduling smarts will be added- for example, identify where the (finite set of large reconstruction input) files are located, and co-allocate CPU resources.

c) possibly layering on top of dagman 

4)  Coherent monitoring for the system as a whole.

a) condor log files & Kaushik's Gridview

b) Nice real time network monitoring, graphics etc.


c) NOTE: need to define requirements of monitoring systems in general

1.1.6 Dependencies

To be defined

1.2 ATLAS Year3 (Sept 02-Dec 03)

1.2.1 Goals

One goal of ATLAS Data Challenge 2 (Jan-sept 2003) is to evaluate potential worldwide distributed computing models. During DC2, we will compare a "strict Tier" model with a full copy of ESD (some on tape, some on disk) at each Tier 1 site, to a "cloud" model where the full ESD is shared among multiple sites with all of the data on disk.

The second goal of Year 3 is to evaluate the virtual data needed to reconstruct dataset results, and algorithms to evaluate their success.

1.2.2 Data Challenge

DC2 will use grid middleware in a production exercise scaled at 10% of the final system.

The goal of GG-2 is virtual data re-creation, that is, the ability to reconstruct a data set 

1) Identify the parameters to keep track of

2) Identify a metric for evaluating the success (what is good enough? We won’t have a bit-by-bit identical result, what’s close enough?)

Overview of ATLAS/PPDG/GriPhyN-iVDGL milestones

•Dec02                   GG0.1   VDT 1.0 deployed (basic infrastructure)

•Jan 02                  GG0.2   Integration of CERN testbed node into US Atlas testbed

•Jan 02-July02           DC1     Data creation, use of MAGDA, Tier 0-2

•July02-June03           PG2    job management, grid job submission

•July02-Dec02     GG1     Serving data from DC1 to universities, simple grid job sub.

•Dec02-Sept03       DC2     Grid resource mgmt, data usage, smarter scheduling

•Dec02-Sept03          GG2     Dataset re-creation, metadata, advanced data grid tools

•July03-June04           PG3     Smart job submission, resource usage
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