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U.S. ATLAS answers to January Review Report

July 7, 2003
1 Overview

We thank the committee for raising many points of concern. We address individual requests below with excerpts from the report in quotes.  In general most of the concerns were with the US ATLAS project management, mission creep and various questions about grid projects. We have been extensively reorganizing the US ATLAS project management in order to address these problems. We have a new organization chart with 2 project managers (Huth/Shank) working full time on the US ATLAS computing and physics project. We have a new level 2 manager for software (S. Rajagopalan).  The facilities level 2 division now includes  two new level 3 managers for Data Challenge Production and Grid Tools and Services.  We now have weekly meetings of all management, level 2 and above to ensure that we are pushing the project forward coherently. Details of this management structure will be presented at the half-year review at the NSF on 8 July, 2003.

In addition, since the January review, we have held a series of WBS scrubbing meetings in which we completely redefined our WBS. This was to ensure that the WBS matched the new international ATLAS organization, that we had taken on the appropriate tasks, that we understood the resources needed for these tasks and that we had assigned priorities for these tasks.  
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“Given the uncertain state of some of the grid components and their support, the committee encourages ATLAS and CMS to develop a matrix of grid software that articulates the interdependencies and places them within the overall software framework. We further encourage them to develop contingency plans for the various components.”

This is being addressed by the Grid3 task force with ATLAS representatives, R. Gardner and R. Baker. We see Grid3 as a means of aligning ALL our US ATLAS projects goals, International ATLAS goals and external grid project goals in such a way as to eliminate duplication of effort, avoid taking on extended scope and meet the obligations of supporting US ATLAS physicists. This is a big task and it still is not clear that we will succeed in keeping Grid3 on this course.  
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“The committee encourages both experiments to continue efforts to get the prototype Tier 2 centers to operation and to establish MOUs with the iVDGL Tier 2 centers concerning various “production” deliverables.  However, the prototype Tier 2 centers are also excellent sites for testing prototype software developments and deployments.  They should be allowed to operate for part of the time in research mode, which is consistent with their charter.  This research will facilitate opportunistic use of non-ATLAS/CMS owned resources in the future.”

As the committee noted and recommended, the prototype Tier 2 centers have continued to play multiple roles within US Atlas computing.  They have contributing to all aspects of DC1 production on the US Atlas testbed (http://atlasgrid.bu.edu/atlasgrid/atlas/testbed/) and have performing small and large scale tests, prototyping and providing feedback to collaborating grid middleware developers in the Globus, Condor and VDT groups.  In addition, some of the basic grid components now in active use or planned for DC2 production and beyond have been developed at the prototype Tier 2 centers.  These include production and virtual data tool development (UC), grid-level software installation and configuration (BU) and operations center design (IU).   In Q4, the main focus for the Tier 2 centers will be continuation of DC1 production, preparation of MOUs for future production deliverables, preparation of facilities for DC2, participation in the iVDGL Grid3 project, and joint planning and testing with our Tier 1 center for the upcoming integration with LCG components.

 From Page 4 of the report:
· “In view of the lean staffing of the Tier 1 center, plans should be developed on how the required grid and networking support and maintenance requirements can be covered.”

It was originally planned and remains highly desirable that the US Tier 1 serve as the location of a critical mass of expertise in Grid and Network specialties supporting US ATLAS Grid efforts and users.  In spite of a very lean staffing position a the Tier 1 there is substantial expertise, 4 people involved in Grid and network efforts from the facility itself plus 2 other PPDG/ATLAS involved people from the Physics Applications Software group at BNL.  However because of wider facility responsibilities and responsibility for developing and supporting specific packages, the level of generalized support available is less than hoped.  The response to this has been to rely more heavily on US ATLAS Grid and network expertise outside of the Tier 1, including that found in US ATLAS University and other Laboratory groups.  This geographically distributed pool of expertise, while perhaps not quite as effective a centralize support group, by virtue of its coordination around the US ATLAS Testbed has achieved a wide area critical mass and has been quite effective in supporting new Grid users and institutions.  An additional hire into the Tier 1 Grid effort is planned for FY ’04 which will help but the plan is to continue to rely on distributed Grid and network expertise within US ATLAS to at least partially offset staffing short falls at the Tier 1. 

· “Continued attention must be paid to providing adequate network bandwidth and support.”

On the time scale of the next year it appears that network bandwidth will not be a problem for US ATLAS activities.  The scale of the exercises planned for the coming year require movement of data at the rate of approximately 1 TByte per day which is approximately 15% of the theoretical bandwidth available on an OC12 connection.  Currently the Tier 1 and among the Tier 2’s, BU and IU have OC12 connectivity.  UC is currently only connected at OC3 but expect to upgrade to OC12 by the fall and to OC192 before the end of the upcoming year as part of their MRI grant.  The other potential issue is contention between US ATLAS Tier 1 needs and those of the RHIC project at BNL.  At least at this time RHIC utilization of WAN bandwidth remains at only 15-20% of the available OC12.  On a longer time scale Shaw McKee is our Level 3 manager for Wide Area Networking within US ATLAS Facilities and is very active in the HENP WAN community as well as being in contact with both the managerial and technical staff at the Tier 1.

· “Every effort should be made to identify the additional funds necessary in order to realize the full disk-resident ESD model.”

The bulk of the funding required to achieve the full disk-resident ESD solution are required in FY ’07 and ’08, a point in time for which it is difficult to predict the budget situation.  A simple extrapolation of the current relatively high quality disk technology being used at the Tier 1 estimates that a saving of only about 8% in the integrated total cost of the facility through the first year of full LHC running by dropping from full ESD to 1/3 ESD.  This is in large part because the cost of the facility is actually dominated by personnel rather than equipment.  However, a serious effort is being undertaken to investigate alternate disk technologies, including technologies like the Linux disk server systems being used at the Tier 0 at CERN.  If a workable solution of this type can be found it could easily reduce the gap between the full and 1/3 ESD on disk solutions to 3-4% given the 8% obtained for the very conservative projection currently in use. 
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· “The committee encourages US ATLAS to develop a coherent plan and dedicated hardware platform for testing of prototype configurations and new software. The committee is concerned by the loss of base funding for the Grid/Athena integration. This should likely be a priority if additional funding becomes available.”
The first part of this: a coherent plan for testing configurations  is covered below under the section about the prototype Tier 2 centers where we are using specific resources to test new software. The loss of funding for Grid/Athena integration was  a peculiar FY03 problem where we thought further development of Athena functionality was a higher priority task than integration with what was still rather primitive grid middleware. This situation is changing rapidly and  it is clearly our priority to make sure the ATLAS framework functions smoothly on the emerging grid. We are hoping the NSF ITR DAWN proposal solves this problem.
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· “US ATLAS must take care to properly plan across its operation the impact on US-specific efforts of taking on new central tasks.”
Addressed in the management section below.
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· “The scope should be more formally defined with software agreements. These can be modified as things evolve, perhaps by using the change control procedure.”

The ATLAS collaboration seems to have slowed down on the Software agreement process. This is probably related to a number of factors, such as the emergence of the LCG and the ADL experience. ADL, recall, was covered by a software agreement, but it was decided by the collaboration  that it was no longer useful, in part, because of LCG efforts in the same area. 

The software agreement for the Athena framework seems to have worked well and we will probably seek another one for our other major software effort in data management. 

· “US ATLAS should continue to be wary of taking on additional projects from International ATLAS (same as recommendation #2 from last year). Scope creep should not be allowed to jeopardize the US deliverables.”

Understanding and clearly defining our scope was a major goal of our recent WBS scrubbing exercise. We also established our priorities should we have to cut the budget from our expectations. The real solution to this problem is of course to engage non-US effort to cover critical areas of ATLAS software development which are outside of the US scope. Since we no clearly know this scope, we are working with the ATLAS management to help find additional effort. 

· “ project managers could benefit from increased use of traditional project management tools to aid in decision making and presentations. US ATLAS should consider assisting this effort with additional personnel to aid the computing project managers.”

We have converted our new WBS planning to MS project. We are getting help from the BNL US ATLAS project office and continue to refine our WBS, schedule and resource loading in order to better direct, track and report on the project.

· “It is important to have some personnel at CERN to assist the US ATLAS members who are moving into larger roles in ATLAS computing.”

As pointed out below, we do have a presence at CERN. It has always been on our list to have a team at CERN actually working on code development as well as supporting US people. Funding realities have always forced us to drop this in favor of having a viable development team at US institutes. Our future funding plans do have us funded people at CERN and we are looking into ways to fund further people at CERN such as the NSF distinguished international postdoctoral initiative. 
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· “US ATLAS should continue efforts to push for the ability to use heterogeneous software configurations particularly with respect to grid middleware) within the ATLAS computing facilities. We recommend continued efforts to push the goal of interoperability rather than homogeneous Tier 0 / Tier 1/ Tier 2 sites.”

· “US ATLAS needs to form a coherent strategy toward development and deployment of grid software taking into account the need to eventually run the LCG selected software and configuration. We encourage the development of a matrix of grid software identifying the interdependencies and each component's place within the overall software framework. A coherent contingency plan for each component should be developed.”

We hope that both of these points will be resolved with the Grid3 initiative, a joint project with USCMS, PPDG, and iVDGL. Grid3 plans to allow for heterogeneous facilities and plan on interoperability with LCG services. Grid3 will be LCG compliant as practical given the state of the software development.  We hope the contingency plan for US ATLAS grid software is identical to that developed for Grid3.  We are fully participating in Grid3.

· “The Athena software is a critical component of the ATLAS software and to have it not integrated with the Grid environment will soon become a major problem. Funding for the Grid/Athena integration should likely be a priority if additional funding becomes available.”

Addressed above in the response to the page 4 recommendation.

“The prototype Tier 2 centers provide an excellent location for some of the prototype software developments and deployments.  Consideration should be given to allowing these centers to operate in a less than production mode consistent with their charter.”

In the past six months, the prototype Tier 2 centers have been extensively used as production facilities for the official, centrally organized Atlas DC1 production in collaboration with the U.S. Atlas Testbed and together with the Tier 1 center at Brookhaven. At the same time, the Tier 2 centers have also been used for large scale deployment and testing of the software being produced in the context of our collaborating grid projects.  Some of the software tested at the Tier 2 centers and on the testbed include grid infrastructure (VDT, Globus, Condor), distributed data management (MAGDA), virtual data (Chimera), production tools (Grat, Grappa, Chimera), virtual organization software (VOMS, VO-Gridmap), monitoring (VO-Ganglia, Netlogger, Instrumented Athena) and software installation software (Pacman).  In many cases, this testing constitutes the first large scale use of the software involved and often provides valuable feedback to the developers.  So far, the model of combining production and prototyping has worked well.  The work done at the Tier 2 centers and on the testbed has contributed both to collaborating grid projects and has provided valuable input for planning for Atlas and LHC grid computing.
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“We recommend continued efforts to develop integrated monitoring capabilities that provide end-to-end information. We also would like to encourage ATLAS to advocate the development of common monitoring capabilities with the LCG.”

We are committed to and actively engaged in the development of common LCG solutions wherever it is possible. Certainly monitoring is one of those areas. We will review our current monitoring activities and those of the LCG to identify common areas.  In addition, we are working with the Condor and Chimera teams to instrument the Grid Shell environment, under development at Chicago and Wisconsin.  This will allow a funnelling of job status information from executing sites back to either the client host, or to a monitoring data aggreation host.  We anticipate these solutions to be incorporated back into the VDT, where they can propagated back to the LCG environment.

· “US ATLAS acts as a fire-fighting organization within ATLAS. This is viewed as good and necessary, but US ATLAS must take care to properly plan across its operation the impact on US-specific efforts of taking on new central tasks.”

The US ATLAS Software WBS has been scrubbed and the resource loading has been established at Level 4. This has enabled us to monitor the progress carefully and document any unexpected urgent tasks and its impact on well-defined deliverables. We have also established a change control procedure whereby the Level 1 and Level 2 manager must agree to any personnel moved to take on a task outside their assigned Level-4 domains. This ensures that the impact of such a move can be carefully reviewed. We have also established new areas of involvement within this WBS structure allowing us to once again assess carefully the personnel and other resources needed and the impact on committed deliverables.

We are also actively encouraging the new ATLAS computing management to look for human resources outside of the US for other software and computing tasks. 

· “ATLAS in general is under-represented at CERN, and US ATLAS in particular. We endorse the US ATLAS request for three software engineers to be resident at CERN. These people would act both as support for David Quarrie and as ambassadors for the US-created products (e.g., ATHENA) to the ATLAS collaborators in Europe. This would enhance the likelihood of these products receiving general acceptance in the collaboration.”

Currently, the following U.S. ATLAS personnel are resident at CERN:

· M. Marino (LBNL) primarily working on the LCG SEAL project and helping in training and providing one on one interactions with CERN people with framework issues. He is expected to return to the U.S. later this year (2003). We expect he will be replaced with another LBNL person.

· P. Nevksi (BNL) has primarily been working in support of Geant 3 simulation and helping with production for Data Challenge 1. He is expected to return to U.S. end of year 2003. He is not expected to be replaced.

· David Quarrie (LBNL) has moved to CERN after accepting the Atlas Software project leadership role. He is expected to remain at CERN for at least two years. 

· Torre Wenaus is resident at CERN as the LCG Applications Area coordinator. He is expected to remain at CERN for at least another two years.

· Steve Goldfarb is resident at CERN. On UM base funds, is currently the muon software coordinator.

In total, there are currently two software engineers from U.S. resident at CERN, both expected to return to U.S. by end of 2003. No additional existing personnel could be relocated to CERN at this time because of personal reasons. We had hoped to hire new software engineers who will be resident at CERN, but those funds did not materialize. The software FY04 budget asks for 1 person for Detector Description who will be resident at CERN. If funds become available, this new person will work at CERN with Joe Boudreau (U. Pittsburgh).

The US created software products ARE receiving general acceptance in the international ATLAS collaboration. The main framework, Athena,  is used by a large body of the collaboration in the offline, testbeam and trigger communities. The US presence at CERN is not needed to “sell our products” but to establish the correct working relation with the whole collaboration including US physicist who only come together at CERN. 

· “While the committee concurred that the emergence of a common projects initiative within CERN to support all LHC experiments was a good development, nonetheless, it is concerned about the necessary reliance of ATLAS on the newly formed LCG. This risk is acknowledged by all parties, and there seems to be the will to make it work. There must be continued detailed tracking of the LCG progress and contingency plans in place to meet major milestones if the LCG effort flags.”

The near term milestones for the LCG have now been well established and publicized. The ability of the LCG to deliver its milestones is addressed in the SC2, which now meets regularly. D. Froidevaux and D. Barberis from ATLAS sit on the SC2 and report back to the Atlas Computing Management Board and the Software Project Management Board. Torre Wenaus also sits on the ATLAS Software Project Management Board as the LCG Liaison. Furthermore, ATLAS now has established a full time planning officer who will internally keep track of the LCG milestones and assess the impact of any delays on the ATLAS milestones. Establishing contingency plans for the ATLAS deliverables now becomes the responsibility of the new ATLAS planning officer. In addition, there is always the one on one interactions between the ATLAS software developers and the LCG developers (some involved in both) that helps us to understand the progress on the technical aspects of the deliverables. Thus, we believe the system is now in place to allow us to monitor carefully the progress within the LCG, assess the impact of any delays on ATLAS milestones and take preventive measures if needed.

· “Continued search for NSF funds through the ITR program appears necessary in order for ATLAS to achieve its programmatic goals and address the erosion of effort from the base program.”

We are actively pursuing this. We have just completed submissions of the large ITR proposal, DAWN and a medium ITR in collaboratory tools. We are always looking at other NSF initiatives (such as OSP FO # 03-139/MPS Distinguished International Postdoctoral) for opportunities to help in the software and computing project.

•
“Last, the committee is still not clear on the confusing relationships that exist between projects within ATLAS and external grid. We have some concern that ATLAS needs may not be realized by this fluid relationship. How is this effort "guided" (not just tracked) to maintain alignment with US ATLAS needs? US ATLAS need to prioritize grid projects and divert people from those less important in order prevent schedule slip. There should not be any diversion of individuals assigned to high priority projects to grid projects.”

This is a concern of ours also. In our new management plan we have a new advisory Board, the Grid Advisory Board (GAB), for just this reason. This board is still in formation, but will consist of the major players in the US ATLAS project that are affected by grid middleware together with major grid players in external projects like the LCG, Trillium, etc.  The GAB will report directly to the Executive Project Manager for Computing in order for him to “maintain alignment with US ATLAS needs”.  The GAB has provided guidance to GTS regarding priorities and objectivs for the recent reconstruction data challenge. We continue to expect to get “value added” from the grid projects, not to have them divert project effort away from high priority goals. We think this is happening now in the LCG applications area and in the Trillium US grid projects. .  ATLAS requirements are regularly being communicated to the Chimera, Condor, and VDT teams through various weekly meetings.  The Grid Tools and Services (GTS) area we have organized provides a point of coordination and guidance, setting of near term priorities, both within ATLAS and to the external Grid projects.   
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