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1. Introduction

Computing for US ATLAS will rely on a distributed information technology infrastructure, which includes distributed computing resources and data stores interconnected by high-speed networks.  US ATLAS planning has so far focused on requirements and costs of computing and data storage facilities at the national ("Tier 1") site and at a small number of distributed ("Tier 2") sites.  Related work in the GriPhyN ITR is focused on the development of virtual data models and software development of grid computing services (task scheduling, data management, etc.).  Missing from this planning to date is the analysis of requirements and costs for the network connectivity needed to support data transfer among Tier 1 and Tier 2 sites, and to provide scientists at several dozen participating universities (nominally Tier 3 sites) with access to ATLAS data and computational resources.  

This paper outlines the general requirements for network capacity and suggests ways in which these requirements may be estimated and expressed.  It also describes the major cost elements of providing the network connectivity, with emphasis on the high-performance network requirements of interconnecting Tier 1 and Tier 2 sites and providing scientists across the US with access to these sites.  It concludes with comments on some possible next steps in planning to meet the networking requirements of US ATLAS.

2. Network Capacity and Expected Service

LHC analysis definitions, anticipated activities, and access patterns have been studied and reported in the MONARC Phase 2 Report
.  The MONARC report focused mainly on transatlantic links, and the links between Tier 0 and Tier 1 regional centers.  Here we begin the process of the US network environment planning, with particular focus on Tier 2 sites. To extend our knowledge significantly beyond the scope of the MONARC report is one purpose of Data Challenge activities planned for US-International ATLAS.   

Aggregate network requirements can first be estimated using our baseline model for analysis at Tier0, Tier 1, and Tier 2 sites, as briefly characterized in Table 1.   (Full detail available in Appendix B.)

	
	Re-Define AOD, based on event TAG

 (Tier 0,1)
	Define Group datasets

(Tier 1)
	Physics Analysis Jobs

(Tier 2)



	
	Range
	Range
	Range

	Frequency
	       0.5-4/month
	0.5-4/month
	1-8/day

	CPU/event (SI95*s)
	0.1-0.5
	10-50
	1-5

	Input data
	ESD
	DB query
	DB query

	Input size
	0.02-0.5 PB
	0.02-0.5 PB
	0.001-1TB (AOD)

	Input medium
	DISK
	DISK
	DISK

	Output data
	AOD
	Collection
	Variable

(DDO)

	Output size
	10 TB

(AOD)
0.1-1TB

(TAG)


	0.1-1TB (AOD)
	Variable

	Output medium
	DISK
	DISK
	DISK

	Time response (T)
	5-15 days
	0.5-3 days
	2-24 hours

	Number of jobs in T
	1


	1/Group
	10-100
/ Group


Table 1 Characteristics of the main analysis tasks (MONARC)

We have added “DDO” to indicate Derived Data Objects, such as N-tuple files, which are analyzed on the desktop, or perhaps over a high performance storage area network located at a Tier 3 university.  From this table, which excludes data transfers related to Monte Carlo simulations, we can infer the scale of the aggregate data rates into/out of Tier 2 centers.  
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This estimate is quite uncertain, perhaps good to a factor of 2, but should be considered on the conservative side.  It should also be noted that this aggregate rate spans different types of network service, the majority of it occurring during business hours.    It seems prudent that a Tier 2 center should be expected to provide wide area network connectivity at OC48, or 2.45 Gbs.

3. Network Connectivity and Cost

There are 32 institutions participating in US ATLAS, 29 universities and 3 national laboratories.  The Tier-1 site is located at Brookhaven National Lab, which is served by ESnet for its high-performance networking needs.  Tier-2 sites will be established at five locations, to be selected from among the 29 universities participating in US ATLAS.  22 of these universities are already connected to the Internet2/Abilene high-performance backbone network and 2 more are in the process of establishing connections.  All of the universities are eligible for Internet2 membership and Abilene connectivity.

In light of the excellent network connectivity available to project participants, US ATLAS should use existing high performance research and education networks, Abilene and ESnet, to transfer data among Tier-1 and Tier-2 sites and to provide scientists access to data and computing resources at these sites.  

There are three cost elements to a university establishing the level of network connectivity required to function as a Tier-2 site:

· Local, on-campus network infrastructure (fiber, routers, network interfaces, etc.) to connect Tier-2 computational and data storage resources to a router or switch at the edge of the campus network.

· Telecommunication service provider fees for a local loop connection from the edge of the campus network to the nearest gigaPOP.

· Network connection fees paid to a network service provider (e.g., UCAID for Abilene backbone services).  

Fees to network service providers and telecommunication service providers scale as a function of network capacity provided.  Local network infrastructure costs are a mixture of fixed costs (e.g., campus fiber plant) and costs that vary, though not linearly, to increases in network capacity (e.g., network interfaces).

Presently, most Internet2 universities connect to the Abilene backbone at OC3 speed (155 megabits/second).  The strategic direction for Internet2 is to transition these users to higher speeds of OC12 (622 megabits/second) or OC48 (2.45 gigabits/second), both of which are presently available.  

A Model for Tier 2 Network Costs

Following is a general model for calculating the cost of network connectivity for a Tier-2 site.   Although individual cost elements are identified, each candidate Tier-2 site will require a site-specific analysis and engineering study to determine the technical requirements and cost of delivering end-to-end network connectivity at a specified level of service.

Table 2.  Model inputs for Tier 2 Network Costs
	
	OC3

155 Mbs
	OC12

622 Mbs
	OC48

(2.45 Gbs)

	Local infrastructure
	
	
	

	   Fiber/campus backbone
	(1)
	(1)
	(1)

	    Network interface
	(2)
	(2)
	(2)

	    Router
	(3)
	(3)
	(3)

	Telecom service provider
	(4)
	(4)
	(4)

	Network Connection Fee
	(5a)
	(5b)
	(5c)

	Total
	
	
	


(1) All Internet2 member universities have committed to substantially upgrade their campus network infrastructure.  US-ATLAS could consider requiring Tier-2 candidate universities to have in place an adequate campus backbone network and optical fiber plant capable of operating at gigabit speed (and plans to upgrade to multi-gigabit speed).

 (2) Network interfaces for US-ATLAS computing equipment should be a relatively small expense, usually around $1,000-2,000 per interface.  There may be several such interfaces in a Tier-2 configuration.

 (3) Depending on existing campus backbone infrastructure, the Tier-2 site may need to acquire a network router that is dedicated to US-ATLAS data traffic.  Expense might be in the range $60,000-120,000.

 (4) Local loop charges between the campus and the nearest gigaPoP depend on local tariffs and distance.  This is a highly variable figure that will need to be determined on a case-to-case basis.  The final cost model should consider how to pro-rate a portion of this expense to US-ATLAS, since most universities will already have established a local loop connection to support their current Internet2/Abilene connectivity.

 (5) Annual connection fees presented at the Fall 2000 Internet2 meeting for access to the Abilene network were: a) OC3 = $110,000; b) OC12 = $270,000; and c) OC48 = $430,000.  As with local loop charges, the annual connection fee should be apportioned between US-ATLAS and other institutional Abilene traffic.  

These same cost elements and a similar cost model will likely apply to establishing high-speed network connectivity to the US-ATLAS Tier-1 site at Brookhaven National Laboratory.

We can estimate the network capacity that will become available to universities through high-performance research and education networks between now and 2006, based on the observation that the optical bandwidth for commercial networks doubled over 9 times in the 18 year period from 1979 to 1997.  This rate of increase can be projected to continue for at least the next 6 to 8 years, so that the capacity of high-speed networks in 2006 might be around 4 times the speed of today's OC48 networks, or approximately 10 gigabits/second.

4. Next Steps in Network Planning

A detailed analysis of variables and factors outlined above needs to be conducted, and dedicated staff resources are needed to carry out this analysis.  These staff may come from US-ATLAS institutions and/or from representatives of the key network service providers (UCAID for Abilene, DOE for ESnet).

Regardless of who carries out the network analysis, representatives of Abilene and ESnet should be involved in the process.

The analysis may also require access to existing networks, Abilene and ESnet, for demonstration and empirical testing.

APPENDIX A: Network Notes

Abilene, a project of the University Corporation for Advanced Internet Development (UCAID) in partnership with Qwest Communications, Cisco Systems, Nortel Networks and Indiana University, is an Internet2 backbone network providing nationwide high-performance networking capabilities for over 150 Internet2 universities. For more information on Abilene please see: http://www.ucaid.edu/abilene/

ESnet provides a reliable communications infrastructure and leading-edge network services that support the U.S. Department of Energy's missions. The program emphasizes advanced network and distributed computing capabilities needed for forefront scientific research and other Department of Energy (DOE) programs, thus enhancing national competitiveness and accelerating development of future generations of communication and computing technologies. For more information, see: http://www.es.net/

The Global Research Network Operations Center (Global NOC) at Indiana University manages the international network  connections from advanced research and education networks in the Asia/Pacific, Europe, Russia and South America to the  Science Technology and Research Transit Access Point (STAR TAP) and the leading US high performance research and

 education networks such as Abilene (the network that supports the Internet2 project), the NSF’s very high performance Backbone Network System (vBNS) and the Department of Energy’s ESNET. For more information please see http://globalnoc.iu.edu/

APPENDIX B:  Relevant MONARC Information

The following information is adapted from: “Models of Networked Analysis at Regional Centers for LHC Experiments (MONARC)”, Phase 2 Report, CERN/LCB 2000-001.

Reconstruction of RAW data, at CERN (Tier 0):
These jobs create the ESD (Event Summary Data objects), the AOD and the TAG datasets based on the information obtained from a complete reconstruction of RAW data that has been already recorded.  The newly created ESD, AOD, and TAG are then distributed (by network transfers, or other means) to the US ATLAS Tier 1 center at Brookhaven National Laboratory (BNL).   This is an International ATLAS Experiment Activity.  It is assumed that International ATLAS should be able to perform a full reconstruction of the RAW data and distribution of the ESD, AOD and TAG data, 2-4 times a year. 

Re-definition of AOD and TAG data, at CERN:

This job re-defines the AOD and the TAG objects based on the information contained in the ESD data.  The new versions of the AOD and TAG objects are then replicated to BNL by network transfers.  This is an International ATLAS Activity that is expected to take place with a frequency of about once per month.

Selection of standard samples within Physics Analysis Groups:

This class of jobs performs a selection of a standard analysis group sample, a subset of data that satisfies a set of cuts specific to an analysis group.  Event collections (subsets of the TAG database or the AOD database with only the selected events, or just pointers to the selected events) are created.  Re-clustering of the objects in the federated database might be included in this Analysis Group activity. 

Generation (Monte Carlo) of “RAW” data set:

This job creates the RAW-like data to be compared with real data.  These jobs can be driven by a specific analysis channel (single signal) or by the entire Collaboration (background or common signals).  This is an Analysis Group (performed at Tier 2 centers) or an ATLAS activity that can take place at both CERN and at BNL.

Reconstruction of “RAWmc” events to create ESDmc, AODmc and TAGmc:

This job is very similar to the real data processing.  Since RAWmc may be created not only at the Tier 2 centers, the reconstruction may take place at BNL or CERN, wherever the data have been created. The time requirements of the reconstruction of these events are less stringent than for the real RAW data.
Re-definition of the Monte Carlo AOD and TAG data.

Same as above. The difference may be in the need for the final analysis to access the original simulated data (the “Monte Carlo truth”) at the level of the kinematics or the hits for the purpose of comparison.
Analysis of data sets to produce physical results.

These jobs start from data sets prepared for the respective analysis groups, accessing Event Collections (subsets of TAG or AOD data-sets), and follow associations (pointers to objects in the hierarchical data model – TAG(AOD, AOD(ESD, ESD(RAW) for a fraction of all events.  Individual physicists, members of Analysis Groups submit these analysis jobs.  In some cases, co-ordination within the Analysis Group may become necessary.  Analysis jobs are examples of Individual Activities or Group Activities (in the case of enforced co-ordination).

Analysis of data sets to produce private working selections.
This job is a pre-analysis activity, with a goal to isolate physical signals and define cuts or algorithms (Derived Physics Data).  These jobs are submitted by individual physicists, and may access higher data hierarchy following the associations, although (as test jobs) they require perhaps a smaller number of events than Analysis jobs described above.  These jobs are examples of Individual Activities.

The main characteristics of the major analysis tasks, such as the frequency with which the tasks will be performed, the number of tasks run simultaneously, the CPU/event requirements, the I/O needs, the needed time response et cetera, are summarised in Table 1. 

Regional Centers and the Group Approach to the Analysis Process

The analysis process of experiments data follows a hierarchy: Experiment->Analysis Groups->Individual Physicists.  A typical Analysis Group may have about 25 active physicists.  Table 2 gives a summary of the “Group Approach” to the Analysis Process.

	
	Full reconstruction
	Re-Define  AOD/TAG
	Define Group datasets
	Physics Analysis Job

	
	Value used
	range
	Value used
	Range
	Value used
	Range
	Value used
	Range

	Frequency
	2/year
	2-6/year
	1/month
	0.5-4/month
	1/month
	0.5-4/month
	1/day
	1-8/day

	CPU/event (SI95*s)
	250
	250-1000
	0.25
	0.1-0.5
	25
	10-50
	2.5
	1-5

	Input data
	RAW
	RAW
	ESD
	ESD
	DB query
	DB query
	DB query
	DB query

	Input size
	1 PB
	0.5-2 PB
	0.1 PB
	0.02-0.5 PB
	0.1 PB
	0.02-0.5 PB
	0.1-1TB (AOD)
	0.001-1TB (AOD)

	Input medium
	DISK
	TAPE/DISK
	DISK
	DISK
	DISK
	DISK
	DISK
	DISK

	Output data
	ESD
	ESD
	AOD
	AOD
	Collection
	Collection
	–
	Variable

	Output size
	0.1 PB
	0.05-2 PB
	10TB (aod) 

0.1TB

(tag)
	10 TB

(aod)
0.1-1TB

(tag)
	0.1-1TB (AOD)
	0.1-1TB (AOD)
	–
	Variable

	Output medium
	DISK
	DISK
	DISK
	DISK
	DISK
	DISK
	–
	DISK

	Time response (T)
	4 months
	2-6 months
	10 days
	5-15 days
	1 day
	0.5-3 days
	12 hours
	2-24 hours

	Number of jobs in T
	1

	1

	1

	1

	1/Group
	1/Group
	20/ Group
	10-100/ Group


Table B.1 Characteristics of the main analysis tasks (MONARC)

	LHC Experiments 
	Value USED
	Range 

	Number of analysis groups (WG)
	20/experiment
	10-25/experiment

	Number of members per group
	25
	15-35

	Number of Tier-1 Regional Centres (including CERN)
	5/experiment
	4-12/experiment

	Number of Analyses per Regional Centre
	4
	3-7

	Active time of Members
	8 Hour/Day
	2-14 Hour/Day

	Activity of Members
	Single regional centre
	More than one regional centre


Table B.2 Summary of the "Group Approach" to the Analysis Process (MONARC)
	
	RAW
	ESD
	AOD
	TAG
	Monte Carlo

	Number of events in RAW, ESD, AOD, TAG and Monte Carlo data types and their location

	#events, location
	1,000,000,000 CERN
	1,000,000,000 each Tier1:locally

each Tier2:at Tier1
	1,000,000,000

each RC: locally
	1,000,000,000

each RC: locally


	100,000,000

each Tier1:locally

	Volume of replicated data (ftp); number of events and data volume accessed by analysis activities

	Reconstruction input events

Accessed per day
	6,000,000
	–
	–
	–
	1,000,000

	Reconstruction output
	No
	Yes
	Yes
	Yes
	Yes

	FTP  transfers

(replication)
	
	0.6 TB to each

Tier1 centre
	60 GB to each

Tier1 and Tier2 RC
	600 MB to each

Tier1/Tier2 RC
	100 GB from each Tier1 RC to CERN

	Definition of AOD / input
	–
	100,000,000 events/day
	–
	–
	

	Definition of AOD / output
	–
	–
	Yes
	Yes
	

	FTP transfers

(replication)
	
	
	1 TB to each Tier1 and Tier2 RC
	10 GB to each

Tier1/Tier2 RC
	

	Number of events and data volumes of different type to be accessed per day by different analysis activities

	Physics Group

Selection job

(data accessed per single job); 20 jobs running, 1 per analysis group.
	0.001% of

1,000,000,000 (per job)

(0.01 TB/job)
	0.1% of

1,000,000,000 (per job)

(0.1 TB/job)
	10% of

1,000,000,000 (per job)

(1 TB/job)
	100%  of

1,000,000,000 (per job)

(100 GB/job)
	

	Physics Analysis (data accessed per single job); 200 jobs running, 10 jobs per analysis group.
	0.01%of AOD data

(per job)

(on average

0.045 TB/job)
	1%  of AOD data

(per job)

(on average

0.45 TB/job)
	Follow 100% of the group set (per job)

(on average

0.45 TB/job)
	Group Data-set:

1-10 % of all TAG

objects (per job)

(on average

4.5 GB/job)
	


Table B.3 Model of Daily Activities of the Regional Centres (Tier 0, 1, 2)  (MONARC)










� : “Models of Networked Analysis at Regional Centers for LHC Experiments (MONARC)”, Phase 2 Report, CERN/LCB 2000-001.
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