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Introduction



This Memorandum of Understanding describes the collaboration by members of Brookhaven National Laboratory (BNL) in the ATLAS Project in the United States.  The purpose of this collaboration is the design, fabrication, operation and scientific exploitation of the ATLAS Detector.  The detector is described in the ATLAS Technical Proposal, December 15, 1994, the Technical Design Reports, and subsequent technical documents elaborating that design. The contribution of the U.S. ATLAS Collaboration to the ATLAS Detector Project was described in the U.S. ATLAS Project Management Plan, Revised (PMP) (U.S. ATLAS 99-20), and the U.S. ATLAS Physics and Computing Project Management Plan (U.S. ATLAS 02-XX).



It is understood that successful collaboration in design, implementation and operation of the ATLAS Physics and Computing Project requires execution of a clear management plan for ATLAS.  In the U.S., the U.S. ATLAS Physics and Computing Project Management Plan is the basis for meeting this requirement and is accepted as part of this memorandum.  The U.S. ATLAS project management infrastructure (U.S. ATLAS Project Office) resides at Brookhaven National Laboratory, and the responsibility for U.S. ATLAS Physics and Computing project management resides in the U.S. ATLAS Physics and Computing Project Manager, reporting to the BNL Associate Director for High Energy and Nuclear Physics and to the Joint Oversight Group of the DOE and NSF.



This Memorandum of Understanding describes the anticipated funding from the DOE and/or NSF, together with the long-term contributions of Brookhaven National Laboratory to the design, construction and operation of the ATLAS Physics and Computing Project.  It is understood that the anticipated contributions of Brookhaven National Laboratory may later be modified or that additional responsibilities may be added to those described here. 



An annual Amendment to this MOU will detail the contributions of Brookhaven National Laboratory as the Physics and Computing Project proceeds and will contain the specific activities, deliverables and funding required.  The normal period of performance will be the U.S. fiscal year (October 1-September 30).  It is understood that shortfalls in funding will result in reduced deliverables.



This Memorandum of Understanding is made between Brookhaven National Laboratory and the U.S. ATLAS Physics and Computing Project Manager.  It does not constitute a legal contractual obligation on the part of either of the parties.  It reflects an arrangement that is currently satisfactory to the parties involved.  The parties agree to negotiate amendments to this memorandum as required to meet the evolving requirements of the ATLAS research and development and Physics and Computing program.



This particular MOU is made to provide details of the work agreed to between the parties covering the specific period of performance from October 1, 2002 through September 30, 2003.  It is subject to all the points of agreement and conditions in the current version of the parent Memorandum and the current version of the U.S. ATLAS Physics and Computing Project Management Plan.



2.	Personnel



2.1.	List of Scientific Personnel



Participating scientists with anticipated fraction of their research time committed to ATLAS during this period of performance are listed below. H. Ma and S. Rajagopalan are members of the Omega Group, and T. Wenaus leads the Physics Applications Software (PAS) Group, in the BNL Physics Department.



Name�ATLAS Fraction�Other Research Commitments/Comments��Torre Wenaus�25%�LCG Applications Area Manager (75%)��Hong Ma�100%�None��Srini Rajagopalan�100%�None��

2.2.	International ATLAS Representation



BNL personnel hold a number of important positions in International ATLAS computing, commensurate with our roles in the effort. Srini Rajagopalan is the Reconstruction Coordinator for the Liquid Argon Calorimeter, and the Technical Coordinator for the ATLAS Event Model. Hong Ma is the Raw Data Coordinator, and the Database Coordinator for the Liquid Argon Calorimeter. Pavel Nevski is the Geant3 Simulation Coordinator. Torre Wenaus is the Planning Officer.



2.3.	List of Technical Personnel



Participating technical personnel with the anticipated fraction of their time committed to ATLAS during this period of performance and their source(s) of support are listed below. These personnel are physicists specializing in computing. They are members of the Physics Applications Software (PAS) Group in the BNL Physics Department, with the exception of V. Perevoztchikov who is a member of the BNL STAR Group. PAS group leader is T. Wenaus and deputy is D. Adams.



Computing Professionals



Name�ATLAS Fraction�Source of Support��David Adams�100%�PPDG, Project��Wensheng Deng�100%�PPDG��Valeri Fine�60%�Project��Yuri Fisyak�70%�Project��Pavel Nevski�90%�Project, PPDG��Victor Perevoztchikov�30%�Project��Alex Undrus�100%�Project, PPDG��

2.4.	U.S. ATLAS Software Management



BNL has a leadership role in U.S. ATLAS software management. The U.S. ATLAS Physics and Computing Project Level 2 Software Manager (L2SM) is Torre Wenaus.  The Deputy L2SM is David Adams. The L2SM has overall responsibility for the planning and execution of a U.S. ATLAS software program that will deliver leadership U.S. capability in physics analysis via U.S. leadership in ATLAS software and provision of the specific software needs of the U.S. community. The L2SM plans and coordinates the effort, recommends resource allocations, prepares quarterly reports on progress and performance, and does the financial (FTE) and progress (percent complete) reporting.



2.5.	Other Key Personnel



The officer for Brookhaven National Laboratory responsible for compliance with applicable ES&H policies associated with ATLAS participation by this institution is currently Environmental Safety Officer, R. Gill of Brookhaven National Laboratory.  The Cyber Security officer is C. Sadler and the head of networking is S. Bradley.  



3. 	Design, Development, Deployment and Support Responsibilities



3.1.	Design, Development, Deployment and Support for this Period



Description of Activities

Our activities in 2003 will primarily be a continuation of our successful work in our 2002 focus areas of databases, distributed data management, offline infrastructure, and software support. In databases, we will continue to focus on the event store, shifting our work to the context of the POOL project of the LCG and its integration in ATLAS; POOL is based on the same technologies and overall design as the current ATLAS event store developed by BNL, and is expected to be the new ATLAS baseline event store. In distributed data management we will build on the success of Magda, the BNL-developed distributed data manager that has been widely adopted, to expand the applications of distributed data management in ATLAS, particularly in the Data Challenges and in physics analysis using DC data. In offline infrastructure and data production, with the (re-)emergence of reconstruction as a production activity in 2003, we plan to expand our leadership role in simulation infrastructure and production to encompass reconstruction as well, and build up a leading reconstruction production activity in the U.S. In software support, having built up a leading role within International ATLAS in the last year we will sustain this, provide user support for an anticipated higher level of U.S. activity in 2003, and continue to expand the integration of software quality support into ATLAS software releases and practices.



In addition to our continued work in these primary activities, we will increase slightly our activity in analysis tools, consistent with our long term plan that slowly ramps up activity in this area as LHC startup approaches. Our focus is particularly on distributed analysis tools and infrastructure, in the context of our Particle Physics Data Grid (PPDG) Project involvement, and the early deployment of working tools to analysis users which support distributed usage of familiar analysis environments such as ROOT.



A fine grained breakdown of tasks and effort levels making up this program is available as an Excel spreadsheet from D.Adams or T.Wenaus. Tasks and effort levels by WBS area are summarized below.



Effort

Effort paid From U.S. ATLAS Project Funds:



WBS (L5) �Description	�FTE��2.2.1.3�Database�1.23��2.2.1.8�Analysis tools�.08��2.2.2.1�Offline infrastructure�.73��2.2.2.6�Muon reconstruction infrastructure�.17��2.2.4�Software support�.87��2.2.6�Data production�.83��2.2�Management�.08��Total��4.00��

3.1.1.2	Effort:  From Outside Funding:



WBS (L5) �Description�Source�FTE��2.2.1.3�Distributed databases�PPDG�.4��2.2.1.8�Distributed analysis�PPDG�.25��2.2.1.10�Distributed data management�PPDG�.75��2.2.2.1�Offline infrastructure grid integration�PPDG�.1��Total���1.5��

Effort paid From BNL base program:



WBS (L5) �Description	�FTE��2.2.1.3�Database�.5��2.2.1.4�Event�.5��2.2�Management�.25��

Hardware, Maintenance and Licenses

The BNL ATLAS software effort relies on the U.S. ATLAS Tier 1 Center at BNL for hardware, maintenance and licenses.



3.2.	Coordination and  Reporting



Coordination and reporting for U.S. ATLAS Physics and Computing Project purposes is to the Level 2 Software Manager, Torre Wenaus, and L2PM Deputy, David Adams, both of BNL.  Technical coordination and reporting lines for ATLAS software responsibilities are via the appropriate ATLAS Computing Project channels.



3.3.	Collaboration with Other Groups and Institutions



Design, development and deployment of ATLAS software projects undertaken in whole or in part by BNL will be carried out in close communication and collaboration with other groups inside and outside ATLAS working in the same and related areas. 

 

WBS / Task �Collaboration Group�Responsibility with Brookhaven National Laboratory��2.2.1.3 / Database�ANL, Int’l ATLAS,

LCG�Shared development effort in event database��2.2.1.4 / Event�LBNL, Int’l ATLAS�Shared development effort in event model��2.2.1.8/ Analysis tools�Int’l ATLAS, PPDG, LCG�Shared effort in developing the physicist end-user environment for distributed analysis��2.2.1.10/Distributed data management�U.S. ATLAS grid testbed, Int’l ATLAS, PPDG, LCG�Shared development effort in distributed data management (grid software)��2.2.2.1 / Offline infrastructure�Int’l ATLAS, U.S. ATLAS grid testbed�Shared development effort in infrastructure. Simulation coordination, production.��

4.	Contribution of Effort, Services and Equipment



4.1.	Effort



Subject to adequate funding by DOE, Brookhaven National Laboratory will provide support for the scientific and technical personnel as indicated in section 2 during this period of performance.



4.2.	Services



The services of the Brookhaven National Laboratory Purchasing, Expediting, and Receiving Departments and the Administrative Staff will be available to the project to the degree required to carry out the responsibilities of Brookhaven National Laboratory.



4.3.	Facilities and Equipment



The following Brookhaven National Laboratory facilities and equipment will be made available to the ATLAS project to the degree necessary to carry out the responsibilities of the group:



	Offices and computers for Computing Professionals



4.4.	Operating Costs



Brookhaven National Laboratory, subject to adequate base program funding from DOE, will support the normal research operating expenses (such as physicists' salaries, travel expenses, miscellaneous supplies, administrative support, etc.) of the Brookhaven National Laboratory group working on the ATLAS software project.  These normal operating expenses are not considered as part of the ATLAS Physics and Computing Project cost estimate.  However, all expenses for project-supported Computing Professionals are expected to be provided by the ATLAS Physics and Computing Project.





5. 	Costs and Funding



An amount of $680K is budgeted by the U.S. ATLAS Physics and Computing Project for the period 1 October 2002 - 30 September 2003 to cover work described above. Further support is provided by the Particle Physics Data Grid Project for grid middleware aspects of the work, at a level of $216K.



6.	Administration



6.1.	Method of Funding Transfers and Purchasing



The expenditures by Brookhaven National Laboratory are to be covered by funds provided by DOE, upon the allocation decision of the U.S. ATLAS PCPM.  Funds to cover work described in this document will be provided directly to Brookhaven National Laboratory by the DOE.



6.2.	Reporting to U.S. ATLAS Project Management



All reporting to ATLAS project management will be in accordance with the procedures defined in U.S. ATLAS Physics and Computing Project Management Plan.



Brookhaven National Laboratory will report quarterly to the U.S. ATLAS Project Office the expenditure of U.S. ATLAS Physics and Computing Project funds related to the Software Project, including labor charges and travel.  The reports will cover all items.



Technical progress will be reported at WBS element Level 4 on a quarterly basis and will cover all activities covered in this Memorandum of Understanding regardless of the specific nature of the funding support. All status reports will be assembled by the U.S. ATLAS PCPM and made public to the U.S. ATLAS collaboration.



6.3.	Component Ownership



All equipment items bought or fabricated using DOE funds will be properly marked as the property of DOE.  Any other equipment furnished by Brookhaven National Laboratory will remain Brookhaven National Laboratory property.  In either case, the equipment will remain part of the Software Project until it is dismantled or the computing element in question is replaced.



7.	Schedules and Milestones



Brookhaven National Laboratory will make every effort to carry out their institutional responsibilities consistent with the overall ATLAS schedule.  In this document are listed the program milestones for this period of performance, and the performance relative to last year’s milestones.



7.1.	Performance on FY2002 Milestones



The program milestones for FY2002 as listed in last year’s MOU are shown below, together with performance achieved. As the table indicates, BNL has been highly successful in delivering on its commitments in a timely way, and in having BNL products and approaches demonstrate success: they have been adopted by the international collaboration as baseline ATLAS solutions. Our principal activity areas have been the event store, distributed data management, and data production (data challenges). In these areas we have delivered in the last year, respectively: the current ATLAS baseline event store (based on ROOT), the ATLAS baseline distributed data manager (Magda), and the lead non-CERN role in DC production. Another example, not listed in the milestones below because it is a steady state activity not reflected in major milestones, is in the software support effort. The automated software build system developed at BNL has proven very successful and has been adopted by International ATLAS as a key tool used throughout ATLAS in the daily work of software development and release integration.



Program Milestones�Performance��First full release of LAr OO/C++ software (Dec 01)�Delivered on schedule, with BNL responsible for reconstruction software.��C++/OO muon reconstruction released (Dec 01)�Delivered close to schedule with the release of Moore��Deploy distributed data management service (Dec 01)�Magda deployed on schedule and adopted by International ATLAS��Complete ATLAS Data Challenge 0 (Jan 02)�BNL deliverables in simulation and data mgmt delivered on schedule, with BNL in leadership roles for both. DC0 not completed until June for external reasons.��Deliver ROOT implementation of event store (Mar 02)�Delivered in Apr 02 and adopted by International ATLAS as the baseline event store.��Complete ATLAS Data Challenge 1 (Aug 02)�DC1 Phase 1 (simulation) completed Jul 02 with BNL responsible for simulation, and BNL the largest non-CERN production site.��Decide on ATLAS Event store DB technology (Sep 02)�Hybrid event store design document delivered by BNL in Jan 02. Hybrid technology long advocated by BNL selected as the ATLAS and LHC baseline in Apr 02.��Deliver production distributed data management system (Jun 02)�Magda as DC production tool delivered on schedule and adopted by Int’l ATLAS.��



7.2.	FY2003 Design, Development and Deployment Milestones



The program milestones for this period of performance relevant to Brookhaven National Laboratory are listed here:   $$$ Needs replacing with 2003 milestones $$$



Program Milestones�Baseline Date�Current Date��First full release of LAr OO/C++ software��December 12, 2001��C++/OO muon reconstruction released��December 21, 2001��Deploy distributed data management service��December 31, 2001��Complete ATLAS Mock Data Challenge 0��January 2002��Deliver ROOT implementation of event store��March 2002��Complete ATLAS Mock Data Challenge 1��August 2002��Decide on ATLAS Event store DB technology��September 2002��Deliver production distributed data management system��June 2002��

�8.	Makers and Concurrence



The following persons concur in the terms of this Memorandum of Understanding.  These terms will be updated as appropriate in later Amendments to this Memorandum.



Makers of this Memorandum:







			

William J. Willis	date	Administrative Officer	date

U.S. ATLAS Project Manager		Sam Aronson

		Physics Department Chair

		Brookhaven National Laboratory











			

John Huth  	date	Torre Wenaus	date

Physics and Computing Manager			Level 2 Software Manager and Institution Representative

		Brookhaven National Laboratory















Concurrence:







	

Thomas B.W. Kirk	date

Associate Director, BNL	
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