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22. 
Detail Attachments
a. Purpose

The purpose of the physics applications software effort is to:
· Support the software management and planning responsibilities undertaken by BNL in the roles of US ATLAS Software Manager, US ATLAS Deputy Software Manager, ATLAS Planning Officer and LHC Computing Grid Project Applications Manager

· Provide software distribution, support and help services to support U.S. ATLAS and BNL activities in the development of offline software and its application in subdetector construction, test beams, physics studies and physics analysis
· Communicate the computing needs of U.S. ATLAS to the Tier 1 facility through close local interaction between BNL U.S. ATLAS Software and Facilities activities

· Exploit for ATLAS the expertise in High Energy and Nuclear Physics (HENP) core software design and development and large-scale object oriented data management developed in the BNL DØ activities and in the Relativistic Heavy Ion Collider (RHIC) program

· Carry into the subdetector software domain (simulation, reconstruction and databases) the expertise developed in BNL U.S. ATLAS hardware efforts, particularly in Liquid Argon (LAr) calorimeter and muon systems, through direct participation in subsystem software development in these areas.

This work effort may support at a minimum level or concurrently, as appropriate, the Technology Transfer and Science Education missions of the Department of Energy.

b. Approach

Software Management and Development
The Physics Analysis Software Group (PAS) group in the Physics Department serves as a focus for software management and development activities.  Existing BNL personnel experienced in HENP software development have been reassigned to or work with this group to participate in ATLAS software development. Five such personnel are so assigned and are in the process of migrating from STAR to ATLAS. In addition, existing personnel from subdetector systems experienced in computing are making major contributions to the ATLAS software effort on an as-available basis. New personnel have been hired where existing capabilities are insufficient or unavailable. Reassigned, existing and new personnel are a mix of physicists and software professionals as appropriate to the task.

BNL's software management and development activities provide the local software critical mass necessary to complement and support the Tier 1 Facility at BNL and the physics analysis activities of BNL and U.S. ATLAS.

T. Wenaus (100%); D. Adams (100%), S. Rajagopalan (50%); Hong Ma (70%); P. Nevski (80%);  V. Fine (50%); Y. Fisyak (40%); V. Perevoztchikov (30%), S. Protopopescu (10%); S. Snyder (10%); A. Undrus (100%).

c. Technical Progress

Technical Progress in FY 2001 and Expected Progress in FY 2002
Software Management and Development
A year ago BNL had firmly established itself as a major contributor to the software efforts of U.S. ATLAS in many areas. In 2001 and 2002 BNL has been doing the same in International ATLAS. BNL has assumed leading roles in International ATLAS, including reconstruction coordinator for the LAr calorimeter; simulation coordinator for the production simulation in the 2002 Data Challenges; raw data event model coordinator; ATLAS computing planning officer; Architecture Team membership; ATLAS team lead for the Particle Physics Data Grid; and a central role in software release validation and quality assurance. In addition, BNL has recently secured the lead role in managing common physics applications software among the LHC experiments (the Applications Area Manager position in the LHC Computing Grid Project). 
Specific technical accomplishments of the last year include the delivery and ATLAS-wide adoption of new transient data store software (StoreGate); the development and ATLAS-wide adoption of a distributed data management system (Magda); development and production operation of the ATLAS simulation for Data Challenges 0 and 1; completion and validation of a new object-oriented LAr reconstruction; design and coordination of the ATLAS raw data model and software; development and ATLAS-wide adoption of new event I/O software based on the ROOT toolkit and STAR experiment software; design of a ‘hybrid’ ROOT/relational DB event store for ATLAS; development and ATLAS-wide adoption of an automated software build system used nightly to validate ATLAS software and prepare releases; and ATLAS-wide adoption of an enhanced version of the XProject software project planning tool.
In FY 2002 we are building on the developments we have made in 2001. Our work in ROOT I/O, hybrid event store design and transient data store development will be combined in a major effort to implement a hybrid event store integrated into ATLAS software and ready for production use by ATLAS in Data Challenge 1 commencing September 2002. BNL will again play major roles in simulation and distributed data management for Data Challenge 1, expanded to include greater distribution of data, processing and analysis activity from CERN to BNL and other US sites. Subdetector software development will continue to focus on the LAr calorimeter and the muon system.
d. Future Accomplishments

 .

Expected Progress in FY 2003


Software Management and Development
In FY 2003 core software development activities will focus on databases and data management. Production deployment of the hybrid event store will happen early in the year in Data Challenge 1, followed by a development cycle incorporating experience gained. Later in the year a focus will be the scale-up of database and data management capabilities required to achieve the data volumes and distributed requirements of the second ATLAS Data Challenge. Grid computing development and deployment work will be a major activity. The design and development of analysis infrastructure supporting U.S. ATLAS physics analysis at the Tier 1 Facility and throughout the U.S. will begin to ramp up.

Subdetector software development activities will be directed towards code refinement, 

validation and performance optimization arising from the production experience gained in the first Data Challenge, as well as readying and deploying software for the second Data Challenge scheduled for 2003. This second Challenge will process data volumes ten times that of the first, and will deploy distributed Grid computing capabilities extensively.  Subdetector software work in support of ongoing detector and physics performance studies and test beam analysis work will continue.
Expected Progress in FY 2004

Software Management and Development
In FY 2004 core software development will focus on development iterations incorporating deployment experience in the managed production and end-user physics analysis environments of the second ATLAS Data Challenge. Improving robustness and ease of use of core software and its Grid middleware interfaces will be a priority, preparing the way for a rapid ramp in software utilization for detector commissioning and physics analysis. Core software development and applications supporting physics analysis specifically will increase. Subdetector software development activities will focus on the needs of physics analysis development and ongoing detector performance studies.
e. Relationships to Other Projects

The work will be carried out in close collaboration with the U.S. and International ATLAS computing efforts, and common projects including the LHC Computing Grid Project and US and international Grid projects.
