Distributed Analysis for ATLAS and LHCb
Version 0.1
David Adams

March 6, 2004
Introduction

GANGA (GAUDI and Grid Alliance) [1] began as joint project between LHCb and ATLAS in 2001 to develop a user interface to the grid capable of supporting event processing in simulation, reconstruction and analysis. Since then, both experiments have developed grid-based production systems to support their data challenges. The LHCb system is called DIRAC [2]. ATLAS developed ATCOM [3] for early data challenges and is currently developing a new supervisor/executor system that we will call ATPROD for its upcoming data challenge. Concurrently ATLAS developed DIAL [4] with the ambition of doing distributed interactive analysis.
The LCG ARDA [5] project begins in April of this year. It has the goal of coordinating the development of grid-based distributed analysis systems within the four LHC experiments. A second closely related LCG project will begin at the same time to develop middleware to support these systems. It is sensible to view the deliverables of the ARDA coordination project to be analysis systems for each experiment based on this middleware.
This note outlines an architecture for combining all these elements to deliver an analysis system suitable for use by both ATLAS and LHCb. It merges the best features of each: the user friendliness of GANGA, the interfaces and interactivity of DIAL and the robustness and wide reach of the production systems.
Architecture

The architecture for the proposed system is illustrated in the figure. It is divided into three realms with middleware at the bottom, GUI and client tools at the top and high-level services in the middle. Within the context of ARDA, the middleware corresponds to that being developed by the associated LCG project. These are to be deployed as web services with WSDL interfaces defined by that same project.
The most important service in the middle realm is the analysis service. It receives high-level job requests and manages them by splitting the job, staging files, submitting and monitoring sub-jobs, and gathering and merging results. These activities are traditionally carried out on the client side but there are many good reasons for isolating this functionality in a distinct service. This service will generally have access to more resources (disk, CPU and network) and can better coordinate activities between different requests. Of course it is good software practice to separate components of a system that carry out distinct activities and have no need for tight coupling. The separation of client tools from the analysis service make is possible to separately develop the two and to mix and match clients and tools from different projects.
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Proposed system architecture. See text for details.
This last benefit is most easily realized if the analysis service has a standard interface. For this reason we propose to adopt an interface expressed in a language similar to AJDL (Analysis Job Definition Language) [6] which was developed in the context of DIAL. High-level jobs are specified with an application that specifies the program to run, a task that carries user parameters, configuration files and code, and a dataset that describes the input data.
Realization of the architecture

It will not be too difficult to provide an early realization of the above architecture by making use of the existing software. Once the analysis service interface is defined, the GANGA software can be factorized to separate the client and service with the current tools and graphical interface forming the primary user interface for the system. This work has already begun. The CINT mapping of DIAL can be used to provide a command line interface for those who prefer to work in the ROOT environment. The existing LHCb and ATLAS production services can be wrapped as analysis services to provide robust grid-wide production most likely restricted to the experiments’ standard applications. The existing DIAL service will adopt the new interface and provide interactive response with processing presently restricted to a single farm.
While it is only the starting point for the development, this system will already provide users with new capabilities. ATLAS users will be able used the GANGA interface to access the ATLAS production system or the DIAL interactive service. LHCb users will gain both command line and interactive access to the DIAL service.
Future development
ARDA will be the context for much of the future development of these systems. As the LCG middleware services become available, at least one of the existing analysis services will be modified for their adoption. Or ATLAS and LHCb might jointly develop a new service dedicated to their use. The remaining services will provide basis for comparison of performance.
It may also be desirable for a second service such as DIAL to evolve along the ARDA track with the goal of providing interactive response. Again this would be a service developed and used by both experiments.

Of course there are other experiments at LHC and beyond LHC that are interested in grid-based distributed analysis. AJDL is crafted so that the developed analysis service can be generic, i.e. not specific to ATLAS and LHCb. Differences are confined to the application and dataset sub-types specific to the experiments.  We should be careful to preserve this feature to allow others to be involved in the development of the ARDA-based analysis service or to make use of parts of the system after delivery.
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