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3.4.) Proposed Analysis Process and Data Organisation

The types of event data (SIM/RAW, ESD, AOD, TAG, DPD) are described in an earlier section. All the useful events acquired from the detector and those events from large production Monte Carlo samples will be reconstructed to produce ESD, AOD and TAG using the production process described in the previous section. In principle, a user wishing to perform data analysis can access any of this data but, in practice, the available resources (CPU, disk and bandwidth) for any one job will limit access to a small fraction of this data. This is true not because most of the resources are dedicated to production but because there are many such analysts each typically submitting a series of jobs in an iterative analysis process.
Analysis jobs will be submitted at all scales up to some threshold where they will be directed to the production system, typically with the endorsement of a physics group. A combination of physics priority and fair share will be used to allocate resources and thus determine which jobs run and when. A grid computing system will enable users to make use of resources at remote sites and even multiple sites for a single job. The grid model also makes the system extensible: non-ATLAS grid resources can easily be utilized when needed and available.
The goal of the data organisation is to enable users to identify the input dataset of interest and then to enable the processing system to gain efficient access to the associated data. Here dataset refers some collection of data possibly, but not necessarily, all the data in a single file or collection of files. These datasets are catalogued along with metadata specifying their content (ESD, AOD …), provenance and quality to enable users to make selections. The provenance enables users to discover if the output dataset they intend to create already exists or at least appears in the catalogue.
The datasets appearing in this metadata catalogue are typically virtual, i.e. they have no specific location (e.g. list of files) holding their data. Instead there is a dataset replica catalogue which provides the mapping to one or more concrete datasets. The processing system may choose from these the concrete dataset whose location provides the most efficient data access. The job description should also include the required content to ensure that the input dataset is suitable for processing. If the input dataset includes unneeded content, it may be replaced with a sub-dataset removing the need to stage unused data.
Both ESD and AOD are stored in POOL event collection files and are processed using athena. The TAG data are stored in relational tables as event attributes for these pool collections. The decreasing event size in the event model allow an analyst with a given set of resources, to process a much large number of AOD events than ESD or RAW events. In addition, the AOD is likely to be more accessible with a full copy at each tier 1 site and large samples at tier 2 sites. An analyst beginning with a sample containing a very large number of events can issue a query against the TAG data to select a subset of events for processing using AOD or ESD.
A typical end-to-end analysis scenario could begin with the physicist issuing a query against a very large tag dataset, e.g. the latest reconstruction of all data taken to date. The query might be for events with three leptons and missing transverse energy above some threshold. The result of this query is used to define a dataset with the AOD information for these events. The analyst provides an athena algorithm to further refine the event selection by refining the electron quality or missing transverse energy calculations. The new output dataset might be used to create an ntuple for further analysis or the AOD data for the selected events could be copied into new files. A subset of particularly striking events identified in one of these samples could be used to construct a dataset which includes the ESD and perhaps even RAW data for these events. The physicist might redo the electron reconstruction for these events and then use it to create a new AOD collection or ntuple.
An actual analysis would be much more complicated with steps being repeated and the addition of Monte Carlo signal and background samples. Large data samples (say 0.1 TB and larger) will be processed using a distributed analysis system where the user specifies an input data dataset and query or algorithm (aka as transformation) to apply to this dataset and the processing system generates an output dataset. Each dataset may include event data and/or summary (histogram, ntuple…) data. An event dataset may be represented in many ways: a deep copy of the included data, a copy of the relevant event headers, the tokens for these event headers, a list of event identifiers with reference to another dataset, or simply references to the transformation and input dataset (virtual data). The processing system decides which is most appropriate and where to place the associated data possibly with some guidance from the user. This enables the system to balance usage of the different resources (processing, storage and network).
The distributed analysis system is based on web services and enables users to submit jobs from any location with processing to take place at remote sites. It provides means to return a description of the output dataset and to enable the user to quickly access the associated summary data. Complete results are available after the job completes and partial results are available during processing. The distributed analysis system ensures that all jobs, output datasets and associated provenance information (including transformations) are recorded in the catalogues. In addition, users have the opportunity to assign metadata and annotations to datasets as well as jobs and transformations to aid in future selection.
The distributed analysis system will typically split a user job request into a collection of subjobs usually by splitting the input dataset. The results (output datasets) of the subjobs are merged to form the overall output dataset. Typically the user may express some preferences but the distributed analysis system decides how to split and merge datasets taking into account available resources and user requirements such as response time. We expect some fraction of resources to be dedicated to interactive analysis, i.e. to allow users to submit jobs and examine (at least partial) results within 10-100 seconds.
The POOL collection files make use of the ROOT infrastructure and so the AOD and ESD event headers and objects they reference are directly accessible once the files holding these objects are available. The distributed analysis system will typically stage all required files on a local disk before starting a processing job. In some cases the system will copy the desired events into new files to avoid transferring data that will not be accessed. The option of storing all event data in an object database has been rejected because of concerns about scaling and early experience with Objectivity. 

Should put in some numbers here to justify the resource estimates? If so, we need some input:
1. Realistic TAG, AOD and ESD sizes

2. Distribution of jobs as a function of input and output content, # events, CPU/event
3. Algorithm for deciding when to copy sparse data to new files
4. Hardware model
Or is this all covered in later sections?
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