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ATLAS activity
ATLAS will release the first version of its distributed analysis system in May of this year. It will be based on a collection of high-level web services, most notably one or more instances of an analysis service that receive job requests from clients and create and run corresponding jobs. The request and job status are expressed using AJDL (abstract job definition language) which includes descriptions of datasets, transformations (application plus dataset), and jobs.

The first analysis services will come from DIAL. ATLAS plans to add at least one instance based on the ATLAS production system early this summer. The former will be capable of handling a wide range of applications but will likely only carry out processing on a local farm. The second will distribute processing over one or more of the ATLAS grids but will be restricted to applications supported by the production system.
The initial user interface for this system will be provided by importing the DIAL classes into the ROOT dictionary and making these classes available at the ROOT command line: the ARDA activity will use this system as starting point. A python binding wrapping these classes using lcgdict will also be available. The GANGA project will provide a GUI built on this python wrapper and will later re-implement the relevant parts in python to remove the dependency on C++ libraries.
The EGEE middleware group has promised to make its first release this month. ATLAS will work with the ARDA group to develop an analysis service based on this middleware starting with the aforementioned DIAL service. This will be combined with one or more of the above user interfaces, other high level services (catalogs and dataset splitters and mergers) and ATLAS-specific applications and datasets to deliver an end-to-end analysis system. This new service will be restricted to sites which support EGEE but should not be subject to the restrictions of the existing services (local farm processing for DIAL or limited applications for production). Thus ATLAS will gain capabilities in addition to trying out the EGEE system. A key prerequisite is the ATLAS delivery of a useful end-to-end analysis system starting point including a DIAL analysis service by the end of May, capable of steering analyses based on Athena jobs.
ATLAS does not anticipate terminating development of the DIAL or production analysis services until such time that the ARDA service is demonstrated to be superior in all aspects (robustness, response time, accessible sites, etc.). The primary goal of ATLAS distributed analysis program is to maintain a system that meets the needs of ATLAS users. However ATLAS is committed to contribute to ARDA and views the delivery of an end-to-end EGEE-based system as an important joint milestone. The EGEE system should provide all the functionality of the DIAL-based system with the exception of the requirement for interactive response.
ATLAS will organize teams of ATLAS physicists to use the system and will provide sufficient functionality that these teams can judge the effectiveness of the overall system including the EGEE middleware
The ARDA team will continue to contribute effort to other components when time permits, e.g. while waiting for the EGEE middleware team to deliver the first version of the prototype middleware. These contributions must be relevant to the goal of delivering an end-to-end analysis system. Presently the ARDA team contributes to AMI and AtCom. Work directly related to the integration of EGEE middleware will take precedence over these and other tasks not connected to this integration.
AMI (ATLAS metadata interface) is a generic cataloging system used by several ATLAS applications for storing metadata. The AMI development team has already put into place a prototype web service and would like to see continued ARDA participation in the development of this service. This activity has already started and its focus is to provide the ATLAS AMI development team feedback on robustness and performance in particular as it pertains to usage of AMI in the analysis environment.
ATLAS will build and deploy prototype event-level metadata services (tag databases) based upon components delivered by the POOL project's collections and metadata work package this summer as part of ATLAS Data Challenge 2. This work must be integrated into an ATLAS distributed analysis environment. ATLAS is prepared to direct a portion of its effort contribution to the POOL collections and metadata work package in support of development of coherent metadata services. ARDA contributions to this effort are not promised before the beginning of 2005.
ARDA developers have made important contributions to AtCom, a user interface to the production system intended for use by production managers. This occurred while the plans for the ARDA project and ATLAS participation in that project were being formulated. It is expected that this work will be phased out.
Milestones

Level 2: May 31 Full plan

Level 3: May 1 EGEE middleware available

Level 3: May 31 DIAL prototype available

Level 3: Sep 30 First ATLAS-ARDA prototype
